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Author’s Preface

Operating system kernels represent the peak of systems programming — a domain
historically locked behind C and assembly.

But the world has changed.

Modern hardware architectures, multi-core processors, memory hierarchies, NUMA
domains, GPUs, virtualization extensions, and secure enclaves demand programming
models that C alone can no longer express safely or efficiently.

Modern C++ (C++20-C++26) introduces a radically more powerful systems language:

o Zero-overhead abstractions

o Deterministic RAII resource safety

» Strong static typing

o A well-defined concurrency memory model

o Lock-free atomics

« Compile-time evaluation (constexpr/consteval)
o Modules for clean architecture

 Coroutines enabling asynchronous kernel 1/0

13
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Kernel++ is not just a kernel — it is a design movement. A new way to build kernels
using the strongest systems language ever created.
This book is a complete journey — theoretical, architectural, and fully implemented —

into designing a kernel with Modern C++.

Note from the Author. I have gathered this material from multiple sources, including
Al-assisted research. I will share it with my LinkedIn followers as an initial draft, with
the commitment that I will thoroughly verify, review, and implement every concept

before publishing the final, fully validated edition.

Stay Connected

For more discussions and valuable content about Kernel4+-+: Building Next-Generation
Operating System Kernels with Modern C++ A Complete Technical Guide,

I invite you to follow me on LinkedIn:

https://linkedin.com/in/aymanalheraki

You can also visit my personal website:

https://simplifycpp.org

Wishing everyone success and prosperity.

Ayman Alheraki


https://linkedin.com/in/aymanalheraki
https://simplifycpp.org

Kernel+-+ Manifesto

1. C Was Enough for 1980 — But Not for a 21st Century Kernel

The classical belief that C is the “only correct language” for kernel development

originates from a very specific era:

o CPUs had no out-of-order pipelines

o (Caches were tiny or nonexistent

e No SIMD, no NUMA, no hyperthreading
o Interrupt controllers were primitive

« No hardware virtualization (VMX/SVM)
o« No IOMMU, no PCI-Express hot-plug

 Single-core systems dominated

In such an environment, C gave you everything:
- A thin abstraction over machine code - Predictable performance - Manual control of
lifetime and layout - A portable assembler

But these design assumptions no longer match modern hardware.

15
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Modern kernels run on:

- 64-bit multi-core, multi-socket architectures - Nested TLBs and multi-level caches -
Huge virtual address spaces - NUMA memory domains - Accelerators (GPU, NPU,
RDMA) - Complex I/O virtualization (VT-d, AMD-Vi) - High-speed NVMe queues -
APIC/LAPIC with deep interrupt routing logic

The complexity exploded — but C did not evolve.

The language still lacks:

- a formal concurrency model, - strong typing, - lifetime guarantees, - safe composition
mechanisms, - compile-time reasoning tools, - modern abstraction constructs.

C is not “bad,” but it is stuck in the constraints of 1972.

The hardware moved forward. The systems language must move forward too.
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2. Modern C++ Is the True Successor to C — Technically, Not
Politically

Modern C++ (C++20/23/26) is not the language Linus Torvalds criticized in the early
2000s.

His criticisms targeted: - C++98 - pre-standardized templates - no memory model -
fragile exception system - poor compiler maturity - no constexpr - no modules - no RAII
guarantees - no lock-free atomics

None of these limitations exist today.

Modern C++ provides:

Zero-Cost Abstractions

All high-level constructs compile down to the same machine code as carefully written C:
o templates
e inline types
e constexpr/meta-programming

o CTAD and compile-time specialization

You get readability without runtime cost.

Formal Concurrency Model

C++11 introduced the first mainstream language with a fully specified atomic and

memory-ordering model:

o memory_order_relaxed/acquire/release/seq cst
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o lock-free types

o fences and barriers

C has no such model; correctness relies purely on folklore.

RAII: Deterministic Lifetime Safety

Kernel C code constantly leaks:
- locks - TRQ states - temporary buffers - page mappings - file handles -
reference-counted objects

RAII eliminates all of these. Completely.

Compile-Time Computation

With constexpr, entire subsystems can be validated before boot.

C cannot precompute these invariants.

Modules

True isolation of subsystems with zero runtime overhead.
Modern C++ delivers direct machine-level control, but with correctness and safety C

cannot express.
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3. Kernel++: A New Philosophy for Operating System

Architecture

Kernel++ is not just “a kernel rewritten in C+4." It is an entire architectural

philosophy built on the power of Modern C++.

3.1 Deterministic Correctness Through RAII
Every kernel resource becomes a lifetime-bound object:
o Pages — ScopedMap
o Frames — FrameGuard
o Locks — LockGuard

o Drivers — Capability objects

No accidental leaks. No forgotten unlocks. No undefined hardware state.

3.2 Zero-Overhead Generics for Hardware Abstraction

CRTP and compile-time polymorphism allow:

- AHCI, NVMe, USB, and NIC drivers to share infrastructure with no virtual dispatch.
- Timer subsystems to compile into the correct hardware code path.

- APIC vs. x2APIC selection generated at build time.

3.3 Type-Safe Kernel APIs

Instead of passing untyped integers:
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void map_ page(Page p, Frame f, PageFlags fl);

You get compile-time guarantees C cannot provide.

3.4 Coroutines for High-Throughput 1/0

Modern kernels are I/O-bound, not CPU-bound. Coroutines integrate perfectly with:
- NIC receive loops - Disk completion queues - IPC queues - Async system calls

without the overhead of threads.

3.5 Memory Safety Without Garbage Collection

C++ enables:
- region-based allocation - scoped mappings - safe unique and shared ownership -
allocator-restricted subsystems

C provides none of these mechanisms.
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4. Confronting Legacy Thinking with Evidence, Not Emotion

The idea that “C is the only real systems language” is not a technical argument. It is a
cultural and historical one.

Linus Torvalds had valid reasons:

- C++98 was immature - Templates were unstable - Exceptions were unpredictable -
Compilers were buggy - Build systems lacked module support

But none of these reasons apply to C++20/23/26.

We now have:

- mature compilers (Clang/LLVM, GCC, MSVC) - deterministic compile-time evaluation
- stable templates and concepts - modules replacing headers - well-defined exception-free
kernel subsets - lock-free atomics - formal concurrency model - highly optimized code
generation - safe abstractions without cost

Meanwhile, the complexity of OS kernels exploded. The language must evolve to match.

Kernel-++ is not disrespectful to the legacy of C or Linux. It is

the evolution those systems never had the freedom to take.

Kernel4++ demonstrates clearly:
If C4++20 had existed in 1991, Linux would never have been written in C.
Not because C was bad — but because **Modern C++ is simply a superior systems

language™*.



Chapter 1

Why C Is No Longer Enough for Kernel

Development

For decades, C has been considered the “golden standard” of systems programming. It

earned this reputation by providing:

direct hardware access,

predictable performance,

minimal abstraction overhead,

and portable machine-level semantics.

But modern hardware and modern operating system requirements have evolved far
beyond the assumptions C was built upon. This chapter demonstrates—technically and
historically—why C is no longer the optimal language for writing or maintaining a

modern kernel.

22
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1.1 The Evolution of Hardware

When C was designed in the early 1970s, CPU architecture was radically simpler:

no deep pipelines,

no speculative execution,

no branch predictors,

no symmetric multiprocessing,
no multi-level caches,

no NUMA domains,

no hardware virtualization.

Today’s hardware is fundamentally different. A modern CPU includes:

Out-of-order execution: instructions reorder themselves dynamically.
Speculative execution: the CPU executes future branches ahead of time.
Simultaneous Multi-Threading (SMT/HT): two logical threads on one core.
Deep cache hierarchies: L1/L2/L3 + per-core vs shared.

Complex TLB topologies: instruction TLB 4 data TLB + second-level TLBs.
Modern interrupt routing: LAPIC, x2APIC, 1/O APIC.

Full virtualization support: VMX (Intel) / SVM (AMD).

IOMMU for DMA translation: device-level memory protection.

PCle hot-plugging, MSI-X, SR-IOV for NIC virtualization.
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C Has No Formal Model for This Hardware Complexity

C has:

e 1o concurrency memory model,
e no guarantee against reordering by the compiler,
e no way to express thread-safe invariants,

e 1no standardized atomic semantics.

This means that writing concurrent code in C relies on:

- undocumented compiler behavior, - fragile fences, - assumptions about undefined
behavior, - and folklore passed between kernel developers.

Modern hardware requires a language with:

- a formal concurrency memory model, - defined atomic semantics, - guarantees on
ordering and visibility, - safe lock-free operations, - well-specified fences and barriers.

C++ provides all of these. C does not even attempt to.
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1.2 The Growth of Kernel Complexity

Early Unix kernels were:
- small, - monolithic, - single-core, - running on uniform hardware.

Today, a modern general-purpose kernel must orchestrate:

multi-core scheduling,

o multi-socket NUMA policies,

o virtual memory isolation,

o address-space switching,

o drivers for thousands of devices,

e complex interrupt routing,

o extensive file systems,

e energy-management firmware,

« advanced resource control (cgroups, namespaces),
» security layers and sandboxing environments.

Linux alone is over 33 million lines of code. C imposes constraints that become

dangerous at this scale:

1. Dependency Management Becomes Fragile

C headers grow into enormous dependency trees. Refactoring becomes nearly impossible
without breaking thousands of files.
C++ Modules eliminate this problem entirely.
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2. Manual Abstractions Lead to Bugs

C has no:
- templates, - static polymorphism, - traits, - concepts, - type-level constraints.
Every abstraction must be hand-written. Every abstraction hides a new bug.

Modern C++ allows zero-cost abstraction without runtime overhead.

3. Error Handling Becomes Unmanageable
C-style error handling:

« cannot enforce correct propagation,

e cannot express invariants,

« cannot enforce clean-up,

« cannot prevent resource leaks,

cannot guarantee ownership or passing of responsibility.

Kernel code becomes a forest of ‘if (err < 0)* blocks.

C++ restores determinism through RAII.

4. Security Enforcement Must Be Manual

Buffer overflows are the most common security problem in C-based kernels.

C does not provide:

- bounds-checked types, - safe containers, - type-level protection of kernel objects, -
mechanisms to prevent lifetime misuse.

C+-+ solves these issues with:
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- strongly typed wrappers, - owned and non-owned pointer types, - templates for safe

containerization, - compiler-enforced lifetimes.
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1.3 Memory Safety Problems That C Cannot Fix

The single greatest weakness of C is the absence of any notion of ownership or lifetime.

Raw Pointers
C pointers:
o can dangle,
« can alias unexpectedly,
« can violate alignment,
e can escape ownership boundaries,
e can write to arbitrary memory.

There is no mechanism to express what the programmer intended.

Manual Allocation

C allocators cannot:
- track lifetimes, - enforce ranges, - manage ownership, - prevent double-free, - prevent
leaks.

Every allocation is a gamble.

No Array Bounds

C arrays are unsafe by definition:

int a[32];
a[33] = 10; // perfectly valid C, deeply unsafe
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The kernel must trust that developers never make these mistakes. History shows they do.

No Type Safety

The type system of C:

- is shallow, - does not encode invariants, - allows implicit casts, - treats many errors as
warnings, - cannot restrict misuse of APIs.

Examples:

- file descriptors are integers, - process IDs are integers, - addresses are integers, - page
table entries are integers.

This is a fertile ground for bugs.

Modern C++ Fixes These Errors at Compile Time

typed page handles,

o RAIll-guarded frames,

e non-null pointer types,
 unique/shared ownership types,
« constexpr validation of layout,
« safe container templates,

o compile-time traits and concepts.

C simply cannot verify these invariants.
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1.4 Conclusion: C Cannot Keep Up With Modern Hardware or
Software Scale

C was—and still is—a brilliant systems language. But the world of computing grew
beyond what C can express safely or predictably.

A modern kernel must handle:

- billions of operations per second, - thousands of hardware features, - concurrent
threads across dozens of CPUs, - complex memory hierarchies, - deep virtualization
layers, - aggressive security requirements.

C cannot model these safely. C++ can.
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Modern C++ as a Systems Language

For many years, C has been treated as the only language suitable for writing kernels and

low-level infrastructure. This assumption was justified when C++ was young, unstable,

and poorly standardized.
Modern C++ (C++17, C++20, C++23, and C++26) is a completely different

language: it preserves all the low-level power of C, but adds:

zero-cost abstractions,

a formal concurrency and memory model,
RAIl-based deterministic resource management,
strong static typing,

compile-time meta-programming and validation,
coroutines for high-performance asynchronous 1/0,

modules for scalable kernel architecture.

Modern C++ is not "high-level programming”—it is modern systems programming.
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2.1 Zero-Cost Abstractions: Expressive but Not Expensive

Zero-cost abstractions are the foundation of Modern C++: any abstraction you write
should produce the same machine code as a hand-written C implementation.

C++ achieves this through:
o Templates (compile-time polymorphism)
 Inline functions
e constexpr/consteval computations
« Concepts (compile-time type constraints)

o CRTP (no vtables, no runtime overhead)
These features allow the kernel to be:

o safer,
e more expressive,
e easier to maintain,

e just as fast—or faster—than C.

Example: Type-Safe MMIO Access With Zero Overhead

template <uintptr_t Address>
struct MmioReg32 {
static void write(uint32_t value) {

*(volatile uint32 t*)Address = value;
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static uint32_t read() {
return *(volatile uint32_ t*)Address;
k
using LapicEoi = MmioReg32<0xFEE000B0>;

void send__eoi() {
LapicEoi::write(0);

}

This produces the *exact same assembly™ as a raw C pointer write, but with complete

type-safety and centralized definition of the register.

2.2 RAII: Deterministic Cleanup and Resource Safety

RAII (Resource Acquisition Is Initialization) is the most powerful systems-programming

construct ever invented. It provides deterministic cleanup of:
e locks,
o disabled interrupts,
o mapped pages,
« allocated frames,
« file descriptors,
e heap regions,

e temporary buffers.
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Interrupt Guard Example

class InterruptGuard {

public:
InterruptGuard() { disable interrupts(); }
~InterruptGuard() { enable interrupts(); }

InterruptGuard(const InterruptGuard&s) = delete;
InterruptGuard& operator=(const InterruptGuard&) = delete;

b

Regardless of how the function exits (normal return, error, early exit), interrupts are

always restored—something C simply cannot guarantee.

2.3 Strong Type Safety in Kernel Development
C uses integers and pointers for almost everything:

o file descriptors,

e process [Ds,

o IRQ lines,

o physical addresses,

e virtual addresses.
This leads to:

« accidental misuse,
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o dangerous implicit conversions,
o loss of semantic meaning,
» increased attack surface in kernel code.

Modern C++ lets the developer encode invariants directly in the type system:

struct Frame { uintptr_t phys; };
struct Page { uintptr_t virt; };
struct Cpuld { unsigned id; };

struct IrqLine { uint8 t vector; };

This eliminates entire classes of errors with zero runtime cost.

2.4 A Formal Concurrency and Memory Model

C does not define:

» what atomic operations are,

e how memory reordering behaves,

o when writes become visible across CPUs,

o how to write correct lock-free code.
Modern C++ fixes this with:

o std::atomic<T>,

o full memory order semantics,

« atomic_thread fence(),

o defined lock-free behavior where hardware supports it.
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Example: Safe Spinlock

class Spinlock {
std::atomic_ flag f = ATOMIC_FLAG_ INIT;

public:
void lock() {
while (f.test__and_ set(std::memory_order_ acquire))

___builtin_ia32_pause();

void unlock() {

f.clear(std::memory_ order_ release);
};

This code is *formally defined by the C++ standard®. No folklore, no undefined

behavior, no compiler-specific tricks.

2.5 Coroutines: High-Performance Asynchronous Kernel 1/0O

C++420 coroutines are a breakthrough feature for OS kernels. They enable asynchronous
execution without callbacks, threads, or hand-written state machines.

They are ideal for:

o NIC receive loops,
« storage completion queues (NVMe, AHCI),

 asynchronous IPC,
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« mnon-blocking system calls,

e event-driven device drivers.

Example: Async NIC Receive Loop

task<void> handle_packets(NIC& nic) {
for (;) {

auto pkt = co_ await nic.async_ receive();

process__packet(pkt);

Coroutines compile into low-level state machines, with performance equivalent to

hand-written C code—and far less error-prone.

2.6 Compile-Time Reasoning with constexpr and consteval

Modern kernels must push work to compile-time where possible. C4++ makes this trivial:

» compute invariants at compile time,
« generate system tables,

« verify hardware assumptions,

o check address alignments,

o validate kernel structures.
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Example: Compile-Time Alignment Check

constexpr bool is_page_ aligned(uintptr_t a) {
return (a & OxFFF) == 0;

static_ assert(is_page_aligned(KERNEL_BASE),

"Kernel base must be aligned”);

C fails at expressing such correctness properties elegantly or safely.

2.7 Modules: Scalable Architecture for Large Kernels

Headers and macros dominate C-based kernels. They create:
» massive dependency chains,
e slow build times,
 brittle compilation units,
o complex include-guard structures.

C++20 modules solve this entirely:

explicit interfaces,

no macro pollution,

fast dependency resolution,

improved architecture clarity.

For a multi-million-line kernel, modules are a structural revolution.
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2.8 Conclusion: Modern C++ Is the Natural Evolution of C
Modern kernels require:

o strict control over memory,
« safe concurrency,

« scalable abstractions,

e deterministic cleanup,

» zero-overhead performance,
o predictable machine code,

o declarative type-safe interfaces.
Modern C++ offers all of this while preserving:

o direct register access,

o explicit memory layout control,
» predictable code generation,

e no garbage collection,

o full compatibility with low-level hardware interactions.

Modern C++ is not replacing C; Modern C++ is what C would have

evolved into if it continued to grow.
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Kernel4++ Philosophy: A New Generation of
OS Kernels

Kernel4++ is not “C with classes.” It is a new systems-engineering philosophy that uses
Modern C++ features to build safer, more scalable, and more maintainable kernels for
modern hardware.

This chapter presents the eight principles that define Kernel++ design.

3.1 Principle 1: Safety Without Runtime Cost

Kernel4++ uses Modern C++ features that eliminate entire classes of bugs at compile

time:
» strong typing,
e concepts and constraints,

o RAII ownership,

40
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e the C4++ memory model,
« constexpr validation.

These produce **zero runtime overhead**, unlike dynamic safety systems in high-level

languages.

3.2 Principle 2: Deterministic and Explicit Behavior

Kernel++ requires explicit and predictable behavior with no hidden side effects.

RAII ensures deterministic cleanup:

class InterruptGuard {

public:
InterruptGuard() { disable_interrupts(); }
~InterruptGuard() { enable interrupts(); }

b

Cleanup is guaranteed regardless of code path (normal return, early return, or error).

3.3 Principle 3: Hardware-Aware, Zero-Cost Abstractions

Kernel abstractions must mirror hardware behavior exactly.

template <uintptr_t Base>
class Local APIC {
public:
void send__eoi() const {
*(volatile uint32_t*)(Base + 0xB0) = 0;
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This compiles to the same code as C but avoids:

e magic numbers,
 invalid offsets,

o untyped MMIO access.

3.4 Principle 4: Scalable Kernel Architecture

C kernels suffer from macro-heavy design and fragile include graphs. Kernel4++ uses:

C++20 modules,

strongly typed subsystem boundaries,

RAII resource guards,

coroutine-friendly scheduling.
Core Kernel++ subsystems:

o Virtual Memory Manager

Interrupt/APIC subsystem

Coroutine scheduler

Syscall interface

Async 1/0 subsystem

Typed driver framework

Userspace loader
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3.5 Principle 5: Zero Ambiguity in Kernel APIs
Kernel4++ removes ambiguous identifiers found in C:

struct Frame { uintptr_t phys; };
struct Page  { uintptr_t virt; };
struct Cpuld { unsigned id; };

struct IrqLine { uint8_t vector; };
Typed handles prevent:
» mixing integers with addresses,

» type confusion bugs,

o misuse of hardware resources.

3.6 Principle 6: Performance Through Structure

Kernel++ performance is achieved structurally using:

« template specialization,

« constexpr-generated tables,
o lock-free atomic structures,

o coroutine-based async paths,

o cache-aware data layouts.

No macro hacks or duplicated code paths are needed.
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3.7 Principle 7: Expressiveness Improves Correctness

Readable code leads to fewer bugs and makes kernel development safer.
A traditional C-style MMIO write:

*(volatile uint32_ t*)(0xFEE00000 + 0xB0) = 0;
The Kernel++ expressive equivalent:

Local APIC<0xFEE00000> lapic;

lapic.send__eoi();
Both generate identical machine code, but the Kernel4++ version:

e removes magic constants,

o centralizes hardware definitions,
o improves readability,

e prevents accidental misuse,

is safer and easier to maintain.

Expressiveness becomes a form of correctness.

3.8 Principle 8: Full Inspectability of Generated Code

Kernel4++ enforces a strict rule:
Every abstraction must be fully inspectable at the machine-code level.

Kernel++ uses specific compiler flags to ensure no hidden runtime machinery appears:
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-ffreestanding

-fno-exceptions

-fno-rtti

-fno-threadsafe-statics

-fno-stack-protector

-fvisibility=hidden

These guarantees ensure:

deterministic binary layout,

no hidden allocations,

no implicit runtime,

predictable calling conventions,

perfect transparency for auditing.

3.9 Conclusion

Kernel++ is a modern rethinking of OS kernel engineering. It provides:
o compile-time safety without cost,
e deterministic and explicit resource behavior,
» hardware-accurate zero-cost abstractions,

« scalable modular architecture,
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unambiguous, strongly typed APIs,
structural, not hack-based, performance,
expressive and maintainable kernel code,

full inspectability of generated machine code.

Kernel++ shows that Modern C++ is not just suitable for kernels — it is

the natural evolution of kernel engineering for modern hardware.
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Hardware Foundations and CPU Architecture

Building a modern operating system requires a precise understanding of CPU behavior,
privilege models, interrupt delivery mechanisms, memory translation, and timing
hardware. Kernel++ is designed as a hardware-aware, architecture-clean, zero-cost
abstraction over modern x86-64 and ARM64 platforms.

This chapter introduces the essential hardware foundations required by Kernel4++.

4.1 CPU Privilege Levels

Modern CPUs isolate privilege using hierarchical execution levels.

x86-64 Rings
« Ring 0 — Kernel mode (full hardware access)
e Ring 1-2 — Rare legacy usage
« Ring 3 — User mode (restricted access)

47
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Only Ring 0 can:
« modify control registers,
» load page tables,
« configure interrupt controllers,

e execute privileged instructions.

ARMG64 Exception Levels (EL)

ARMG64 uses a cleaner privilege model:

ELO — User mode

EL1 — Kernel mode

EL2 — Hypervisor

EL3 — Secure monitor firmware

EL2 and EL3 are central to virtualization and secure-boot hardware.
Kernel++ abstracts these privilege differences using zero-cost templates and

compile-time architectural selection.

4.2 Memory Management Unit (MMU)

The MMU is responsible for virtual memory translation and memory protection.

Kernel++ interacts with the MMU using strongly typed page/frame abstractions.
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Core MMU Functions

Virtual-to-physical translation

Page table walking (multi-level)

TLB caching of translations

Access permissions: Read/Write/User /Supervisor

Execute permissions (NX bit / PXN on ARM64)

x86-64 Page Table Structure

The architecture uses a four-level paging structure:

PML4 — top level
PDPT — directory pointer table
PD — page directory

PT — page table

Each entry is 64 bits and may include flags such as:

Present,
Writable,

User,
Write-through,

No-execute.



20

ARMG64 Translation Tables

ARMG64 uses translation tables with granular block and page mappings. Its design

includes:

o TTBRO/TTBRI (user/kernel table roots),
o PAN (privilege access never),

o PXN/XN execute permissions.

Kernel++ abstracts both x86-64 and ARM64 MMU differences using template-based

memory managers and RAIl-safe page mapping guards.

4.3 Interrupt Architecture

Interrupts are central to hardware interaction. Kernel++ provides a strongly typed

interrupt subsystem across architectures.

Legacy PIC (8259)

The legacy PIC system is now mostly ignored, but still relevant for bootstrapping older
PCs.

Limitations:

o only 15 usable IRQ lines,
e no SMP awareness,

o slow interrupt dispatch.

Kernel++ disables PIC and switches to APIC during early initialization.
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Local APIC (LAPIC)

Each CPU core contains a Local APIC unit that handles:
o APIC timer,
o Inter-Processor Interrupts (IPI),
« error/status reporting,

e spurious interrupt handling.

APIC registers are accessed via MMIO:

template <uintptr t Base>
class Local APIC {
public:
void send__eoi() const {
*(volatile uint32_t*)(Base + 0xB0) = 0;

}
I

Kernel4++ wraps these registers in typed zero-cost abstractions.

1/O APIC

The I/O APIC routes external device interrupts to CPU cores.

Key features:
o redirection entries (RTEs),
« masking/unmasking,

o polarity and trigger mode,
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e per-core routing,

o MSI/MSI-X support.

Interrupt Virtualization

Modern CPUs provide hardware-assisted virtualization:

e Intel VT-x: VMX + APICv

« AMD-V: SVM + AVIC

Kernel4++ can support virtualization-aware interrupt delivery through type-safe
IRQL/VMEntry abstractions.

4.4 Timers and Timekeeping

Accurate timers are crucial for:

scheduling,
« time slicing,
 profiling,
e timeouts,

 sleep operations,

event loops.

Kernel++ supports all major hardware timers.
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PIT — Programmable Interval Timer (Legacy)
o 18.2 Hz base frequency,
e low precision,
e high overhead.

Used only during early boot on legacy hardware.

HPET — High Precision Event Timer
Capabilities:

e nanosecond-level resolution,

o multiple comparators,

e memory-mapped,

e high precision periodic interrupts.

Kernel++ uses HPET for accurate scheduling fallback.

Local APIC Timer

Preferred for modern SMP kernels:
e per-CPU timer,
o extremely fast,
o supports TSC-deadline mode,

o ideal for coroutine schedulers.

Kernel++ defaults to APIC timer with HPET as fallback.
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4.5 CPU Features Essential for Kernel++

Modern CPUs provide features Kernel4++ can leverage:

o NX/XN bit — executable memory protection

o SMEP/SMAP — protect kernel/user execution boundaries
o TSC — precise timestamp counter

« RDRAND/RDSEED — hardware RNG

o AVX/AVX2/AVX-512 — fast memory operations

e VT-x / SVM — virtualization

e UMIP — restrict usermode access to certain instructions
Kernel4++ abstracts these capabilities using:

o constexpr CPU feature detection,
« strongly typed register access,

o compile-time hardware policies.

4.6 Conclusion

A modern kernel cannot survive without deep integration with CPU and MMU

architecture. Kernel++ provides:

» typed access to hardware,
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« safe and explicit memory management,
» zero-cost interrupt abstractions,
o scalable SMP-aware timers,

e architecture-neutral hardware models.

Hardware knowledge forms the backbone of Kernel++ and enables safe, fast,
deterministic kernel behavior on both x86-64 and ARM64.
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Bootstrapping a Kernel in Modern C++

Bootstrapping is the process of bringing the CPU and hardware into a stable
environment where Modern C++ kernel code can execute safely. Kernel++ uses a clean,
well-structured boot pipeline designed to transition from firmware to a fully initialized
C++ runtime with zero undefined behavior.

This chapter explains the entire boot sequence from firmware to kernel main().

5.1 Bootloader Choices

The bootloader loads the kernel image, prepares memory descriptors, sets CPU mode,

and passes control to the kernel. Kernel4++ supports multiple bootloader strategies.

GRUB (Multiboot2)

» Standard for hobby OS development

o Provides memory map, framebuffer, ACPI pointers
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« Simplifies loading ELF kernel images

UEFI Bootloader

e Modern standard on all new hardware
e 64-bit environment by default
e Direct access to GOP framebuffer

o Faster boot, cleaner boot services

Custom Two-Stage Bootloader

e Maximum control
e Required for bare-metal servers or research systems

o Can implement identity mapping, stack setup, and AP startup

Kernel++ provides templates for all three models, but examples default to GRUB for
clarity and portability.

5.2 From Firmware to Long Mode

On x86-64, the CPU always powers up in 16-bit real mode. To run a Modern C++
kernel, the bootloader must take the CPU through:

1. Real Mode 16-bit addressing, BIOS interrupts available.
2. Protected Mode 32-bit flat memory, segmentation enabled.

3. Enable Paging Identity map early memory, activate CR3.
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4. Long Mode Activation CR4.PAE = 1, EFER.LME = 1, then paging re-enabled.
The final environment expected by Kernel++:

o Long mode enabled

 Higher-half kernel mapped (preferred)

o A valid stack pointer

« Page tables installed

o Interrupts disabled before transfer

5.3 Kernel Entry in Assembly

The bootstrap assembly file prepares registers, stack, and jumps into C++.

Minimal Example

global _start
extern kernel main

extern stack top

_ start:
cli ; disable interrupts
mov 1sp, stack top ; set up initial stack
xor rbp, rbp ; clear frame pointer
call kernel main ; jump into C++ kernel
Jhang:
hlt

jmp .hang
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Why Assembly is Still Required

Even in a C++ kernel:

» stack must be set manually,

e no C++ runtime exists yet,

e interrupts must remain disabled,

» paging must already be configured,

o registers must be sanitized.

Only after these conditions are satisfied can C++ code safely run.

5.4 Kernel++ First C++ Function

The first C++ function performs minimal initialization. It must be extern "C” to avoid

name mangling, because the assembly entry calls it directly.

extern "C” void kernel main() {

early_ console::write("Entering Kernel++...\n”);

init_gdt(); // install Global Descriptor Table

init_ idt(); // install Interrupt Descriptor Table

init memory(); // physical 4+ virtual memory manager
init__acpi(); // ACPI tables and power interfaces
init_ apic(); // enable LAPIC and IOAPIC

init_ smp(); // start secondary CPU cores

early__console::write("Kernel++ initialization complete.\n”);
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Boot-Time Responsibilities of kernel main()

configure CPU privilege structures,
o enable interrupt handling,

o initialize memory allocators,

o set up kernel heap (if used),

o detect hardware capabilities,

e initialize early drivers,

o prepare scheduler and timer subsystems.

Only after all these steps does the kernel transition into the main execution loop.

5.5 Higher-Half Kernel Layout

Kernel4++ prefers a higher-half memory layout:

« kernel mapped at OxFFFFFFFF80000000 (x86-64),
« avoids collisions with user-space memory,
« simplifies address translation,

» enables clean paging isolation,

reduces pointer confusion.

A typical layout:
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o Lower half — user space
» Higher half — kernel space

o Top region — per-CPU structures and APIC mappings

5.6 Bringing Up Additional CPU Cores (SMP Startup)

On SMP systems, only the bootstrap processor (BSP) starts automatically.
Kernel++ sends an INIT-SIPI-SIPI sequence:

1. Reset AP (INIT IPI)
2. Send startup vector (SIPI)

3. Transfer execution to the AP trampoline

Each AP runs a small assembly routine:

sets its stack,

enters long mode,

signals readiness,

jumps into C++ AP initialization.

This allows all CPU cores to run the Kernel++ scheduler.
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5.7 Conclusion

Bootstrapping establishes the foundation on which the entire Kernel++ system operates.

It ensures:

a stable execution environment,

o correct CPU privilege configuration,

e initialized memory translation,

o proper stack and entry conventions,

« safe transition from assembly into Modern C++,

o multi-core activation.

Once the system reaches kernel _main(), the architecture-independent C++ kernel logic
takes over, and Kernel++ can begin initializing memory, interrupts, drivers, and

scheduling.
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Building the Kernel Runtime (Bare-Metal
C++)

A C++ kernel cannot rely on the standard library, runtime loader, system allocator, or
exception subsystem. All essential infrastructure must be implemented manually in a
freestanding environment.

Kernel++ defines a minimal but powerful C4++ runtime designed for predictability,

performance, and complete transparency.

6.1 The Requirements of a Bare-Metal C++ Runtime

In freestanding mode, the kernel must implement:

e memset, memcpy, memecmp
« global operator new/delete
« static constructor and destructor handling
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o type-safe panic and abort system
o minimal C++ ABI elements required by the compiler

 kernel-safe logging or console output

These components must not depend on any OS services—they form the base of the OS.

6.2 Memory Manipulation Routines

Memory routines must be implemented manually because no libc exists. Kernel++

implements simple but correct versions:

extern ”C” void* memset(void* dst, int value, size_t n) {
unsigned char® d = (unsigned char®)dst;
while (n-) {
*d++ = (unsigned char)value;

}

return dst;

extern ”C” void* memcpy(void* dst, const void* sre, size_t n) {
auto™ d = (unsigned char®)dst;
auto™ s = (const unsigned char*)src;
while (n-) {
*db+ = s+
}

return dst;

These implementations are intentionally simple; optimized versions can be plugged in

later using;:
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e rep stosb / rep movsb (x86-64)
« SIMD/AVX acceleration

o cache-aware chunking

6.3 Global Memory Allocation: operator new/delete

The kernel must implement memory allocation primitives. Kernel4++ routes all
allocations to the internal kernel heap (kmalloc/kfree):
void™ operator new(size_t size) {

if (void* p = kmalloc(size)) {

return p;

}

anic(”Out of memory in operator new”);
)

void operator delete(void™® ptr) noexcept {

if (ptr) {
kfree(ptr);

Why global new/delete must be overridden

o Standard library allocators do not exist
o C++ would otherwise reference undefined runtime symbols

o Kernel memory allocation must be tracked carefully

Aligned allocation may also be required for DMA or APIC structures:
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void™ operator new(size t size, std::align_val t align) {

return kmalloc_ aligned(size, (size_t)align);

6.4 Kernel Panic and Emergency Halt

A panic function safely halts the kernel after reporting a fatal error.

[[noreturn|] void panic(const char® msg) {
early_ console::write("KERNEL PANIC: ”);
early__console::write(msg);

early__console::write(”\nSystem halted.\n”);

for (;;) {

___builtin_ia32_pause(); // CPU-friendly infinite loop

}

Characteristics of a correct panic handler:

never returns,

« uses minimal dependencies,

« avoids heap operations,

» works even before paging is fully set up,

e leaves CPU in a predictable state.

6.5 Static Constructors and Global Initialization

In a hosted environment, the C++ runtime automatically:
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« initializes global/static objects,
 runs constructors before main(),

o registers destructors for shutdown.

In a kernel, this must be done manually.

Static constructor arrays typically come from:

e .init_array

 .ctors (old)
Kernel4++ provides a simple constructor runner:
using ctor_t = void(*)();

extern 7C” ctor_t ___init_array_ start];

extern ”C” ctor_t ___init_array_ end[];
void run_ global constructors() {

for (ctor_t* f = __ init_array_start; f |= __ init_array_end; ++f) {

(*H)0);

This must be called early during kernel _main().

6.6 Minimal C++ ABI Support

Compilers may emit references to specific runtime symbols even in freestanding mode.

Kernel4++ must provide:



68

e  cxa_pure_virtual — for pure virtual function calls
e _ cxa_atexit — for destructor registration (can be stubbed)

«  stack chk fail — if stack protector is not disabled

Example pure virtual handler:

extern 7C” void ___cxa_ pure_virtual() {

panic(”Pure virtual function call!l”);

In a kernel, destructors-in-shutdown are usually not needed, so a stub is acceptable:

extern "C” int ___ cxa_ atexit(void(*)(void™), void*, void*) {

return 0; // ignore destructor registration

6.7 Kernel Logging and Early Console

Before the full driver stack becomes available, the kernel needs a minimal output
mechanism.

Kernel4++ provides:

« serial port output (COM1),
o simple VGA text mode,

o UEFI GOP framebuffer,

o early APIC-safe logging.

Example minimal writer:
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namespace early console {
void write(const char* s) {
while (*s) {
outb(0x3F8, *s++); // Serial port write

6.8 Conclusion

A bare-metal C++ kernel requires a custom runtime built from scratch. Kernel4+

provides:

memory routines,

» global allocators,

e panic and logging systems,
 static object initialization,
o minimal ABI functions,

o fully deterministic behavior.

With this runtime in place, the rest of the kernel can safely use Modern C++ features

without undefined behavior or hidden runtime dependencies.



Chapter 7

Physical Memory Management (PMM)

Physical memory is the foundation of every kernel subsystem. Interrupts, paging, device
drivers, and user processes all depend on reliable and efficient physical memory
allocation.

Kernel++ implements a safe, fast, and deterministic Physical Memory Manager using a

bitmap-based frame allocator with zero-cost abstractions and RAII enforcement.

7.1 Design Goals of the Kernel++ PMM

The Kernel++ PMM is designed around the following principles:

Zero ambiguity — every frame has a strongly typed representation.

Deterministic behavior — no randomization or unpredictable fallbacks.

Zero-cost abstractions — no runtime overhead beyond raw pointer math.

RAII safety — automatic frame reclamation prevents memory leaks.
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« Boot-time discoverability — based on BIOS/UEFIT memory maps.

e NUMA-ready — able to support multiple memory zones in future extensions.

The PMM represents physical memory as fixed-size 4KiB frames, each tracked using a

bitmap.

7.2 Frame Representation

A physical frame is represented using a strongly typed structure:

struct Frame {
uintptr_t phys; // physical address of the frame

I5s

Advantages of strong typing:

prevents accidentally treating physical addresses as virtual,

avoids mixing frame indices with byte addresses,

improves readability in low-level memory code,

enables constexpr compile-time validation.

7.3 Boot-Time Memory Map Parsing
During early boot, Kernel++ receives a hardware memory map from:

« GRUB Multiboot2 memory tags, or

o UEFI GetMemoryMap() entries.
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These maps provide regions of:

« usable RAM,

e reserved memory,

e ACPI reclaimable,
o device MMIO holes,

e kernel-loaded ELF sections.

The PMM marks frames inside reserved or kernel regions as unavailable. Only frames
inside true RAM are added to the free list.

7.4 Bitmap-Based Physical Allocator

The simplest and most efficient representation for frame allocation is a bitmap:

o each bit represents one 4 KiB frame,
o 0 = free, 1 = used,
« allocation requires scanning until a free bit is found.

Kernel4++ uses a compact, cache-friendly bitmap structure.

class PhysicalMemory {
public:
static PhysicalMemory& inst() {
static PhysicalMemory p;

return p;
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Frame alloc() {
for (size_t i = 0; i < total frames; i++) {
if (!bitmapli]) {
bitmapl[i] = true;

return Frame{ i * frame_ size };

}

panic(”Out of physical memory”);

void free(Frame f) {
const size_t idx = f.phys / frame_ size;

bitmap[idx] = false;

private:
static constexpr size t frame_size = 4096;
static constexpr size_t total frames = 65536; // 256 MiB example

bool bitmap[total frames|{}; // zero-initialized

I

This baseline implementation provides:

simplicity,

correctness,

predictable performance,

easy expansion to NUMA-aware allocators.
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7.5 Optimized Scanning Strategies

The simple loop shown above works, but Kernel++ supports optional optimizations:

First-fit (default)

Fastest for typical usage.

Next-fit

Maintains a current index pointer to reduce scanning cost.

Best-fit / Worst-fit

Useful when allocating memory zones with special alignment or DMA constraints.

Buddy Allocation Layer (optional)

A higher-level system can be built on top of the PMM for variable-size kernel heap pages.

7.6 RAII-Managed Physical Frames

Kernel4++ enforces strict resource management using RAII wrappers. A frame allocated

via RAII cannot leak, even if an exception or early return occurs.

class FrameGuard {
Frame f;

public:
explicit FrameGuard(Frame fr) : f(fr) {}
~FrameGuard() { PhysicalMemory::inst().free(f); }
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Frame get() const { return f; }

Iis
Benefits:

o automatic cleanup,
« exception-safe (if exceptions enabled),
o early-return safe,

o prevents double-free or forgotten frees.

7.7 Marking Kernel and Bootstrap Regions

During PMM initialization, Kernel4++ must mark several regions as used:

o the kernel ELF image,

e bootloader structures,

o framebuffer memory,

o APIC and MMIO regions,
o initial stacks,

» page tables allocated during boot.

This is done before the allocator becomes active:
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void reserve_region(uintptr t base, size t length) {
size_t start = base / 4096;
size_t end = (base + length + 4095) / 4096;
for (size_t i = start; i < end; i++) {

bitmapl[i] = true;

7.8 Simple API Usage Example

A typical allocation pattern:
auto& pmm = PhysicalMemory::inst();

// allocate one frame

Frame f = pmm.alloc();

// use RAII guard to prevent leaks
FrameGuard g{ pmm.alloc() };

// physical address

uintptr_t pa = g.get().phys;

7.9 NUMA and Future Extensions

Modern servers use NUMA (Non-Uniform Memory Access). Kernel++ is designed to
extend the PMM into a NUMA-aware allocator:

e per-node bitmaps,

o CPU-to-node affinity for local allocations,
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 region tagging (DMA32, highmem, device memory),

e physical memory zones.

This enables scalable performance on multi-socket systems.

7.10 Conclusion

The Kernel++ Physical Memory Manager provides:

simple and predictable allocation,

» strongly typed frame representation,
» bitmask-based fast lookup,

o RAII protection against leaks,

e boot-time memory map integration,

» extensibility for advanced architectures.

PMM forms the lowest layer of memory management. Above it lies the Virtual Memory
Manager (VMM), which maps frames into virtual address spaces for both kernel and

user processes.



Chapter 8

Virtual Memory Management (VMM)

Virtual Memory Management is one of the most critical components of Kernel++-.
Virtual memory enables process isolation, paging, privilege enforcement, memory
protection, lazy allocation, and safe user—kernel separation.

Kernel++ implements a clean, strongly typed, RAIl-safe, zero-cost abstraction over

x86-64 four—level paging.

8.1 Overview of Virtual Memory Architecture

Modern x86-64 CPUs use a four-level paging structure with 48-bit virtual addresses
(canonical form).

The hierarchy is:

« PML4 — Page Map Level 4
o« PDPT — Page Directory Pointer Table
o« PD — Page Directory
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o« PT — Page Table
Every table contains:

e 512 entries,
» 8 bytes per entry,

« total: 4096 bytes (one frame per table).

A single entry describes:

the next-level table physical address,

permission flags,

cache behavior,

access/dirty bits,

o whether execution is allowed.

This structure enables hierarchical translation from virtual to physical addresses.

8.2 Page Flags

Kernel++ uses a strongly typed enumeration for page attributes:

enum class PageFlags : uint64_t {

Present = lull << 0,
Writable = 1ull << 1,
User = lull << 2,

WriteThrough = 1ull << 3,
CacheDisable = 1ull << 4,
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Accessed = lull << 5,
Dirty = lull << 6,
HugePage = lull << 7,
Global = lull << 8,
NoExecute = lull << 63

b

inline constexpr PageFlags operator|(PageFlags a, PageFlags b) {
return static_cast<PageFlags>(
static_ cast<std::uint64_t>(a) |
static_cast<std::uint64_t>(b)

);

This replaces traditional C macros like:

#define P_ PRESENT 1
#define P WRITE 2
#define P USER 4

Strong typing prevents many classically subtle bugs.

8.3 Page Abstraction and Index Calculation

Every virtual address contains indices for all four paging levels. Kernel4++ computes

these at compile time using constexpr methods:

struct Page {

uintptr__t virt;

constexpr size t pmld_index() const { return (virt >> 39) & 0x1FF; }
constexpr size_t pdpt_index() const { return (virt >> 30) & 0x1FF; }
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constexpr size_t pd_index() const { return (virt >> 21) & 0x1FF; }
constexpr size_t pt_index() const { return (virt >> 12) & 0x1FF; }

I

These bit shifts encode the exact page table traversal path. Using explicit methods

instead of macros gives:
o cleaner call sites,
o safer compile-time behavior,
o better inlining,

e reduced human error.

8.4 Page Table Allocation

Kernel++ uses PMM (Chapter 7) to allocate the 4096-byte frames required for page
tables.
All page table frames must be:

o page-aligned,
» zero-initialized,
« globally accessible by the VMM.

A helper function allocates a new table:

uint64_t* alloc__table() {
Frame { = PhysicalMemory::inst().alloc();
auto™ table = reinterpret_ cast<uint64_t*>(f.phys + KERNEL_PHYS_ OFFSET);
memset(table, 0, 4096);

return table;
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8.5 Ensuring Next-Level Tables Exist

Mapping requires walking the paging hierarchy. Whenever an entry is missing,

Kernel++ allocates a new table:

uint64_ t* ensure_table(uint64_t& entry) {

if (entry & 1) { // Present?

return reinterpret_ cast<uint64_t*>(

(entry & ~0xFFFULL) + KERNEL_PHYS_OFFSET

);
}
Frame f = PhysicalMemory::inst().alloc();
entry = f.phys | 0x3; // Present + Writable
auto™ table = reinterpret_ cast<uint64_ t*>(f.phys + KERNEL_PHYS_OFFSET);
memset (table, 0, 4096);

return table;

}

This ensures the hierarchy always exists when mapping a page.

8.6 Mapping a Virtual Page to a Physical Frame

This is the core of VMM.

void map_ page(Page p, Frame f, PageFlags flags) {
uint64_t* pmld = reinterpret cast<uint64 t*>(PML4_BASE);

auto™ pdpt = ensure__table(pml4[p.pml4__index()]);
auto® pd = ensure_table(pdpt[p.pdpt_index()]);

auto™ pt = ensure_ table(pd[p.pd_index()]);

pt[p.pt_index()] = f.phys | static_ cast<uint64__t>(flags);
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This function:

» walks the paging hierarchy,
e ensures missing tables are created,
 inserts the physical frame,

« applies appropriate permission flags.

8.7 Unmapping a Page

Unmapping is symmetrical:

void unmap_ page(Page p) {
uint64_ t* pml4 = reinterpret_ cast<uint64_ t*>(PML4_BASE);

auto™ pdpt = reinterpret_ cast<uint64_ t*>(

(pml4[p.pml4_index()] & ~0xFFFULL) + KERNEL_PHYS_ OFFSET
I
auto® pd = reinterpret_cast<uint64 t*>(

(pdpt[p.pdpt_index()] & ~OxFFFULL) + KERNEL_PHYS_ OFFSET
Ui
auto™ pt = reinterpret_ cast<uint64_ t*>(

(pd[p.pdiindex()] & ~UXFFFULL) + KERNEL PHYS OFFSET

i

pt[p.pt_index()] = 0;
invlpg(p.virt); // invalidate TLB entry
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8.8 Scoped Virtual Mapping (RAII)

Kernel++ enforces correctness with RAII. A mapped page is automatically unmapped

at scope exit:

class ScopedMap {
Page p;
public:
ScopedMap(Page pg, Frame f, PageFlags fl)
: p(pg) {
map_ page(p, f, fl);

~ScopedMap() {
unmap_ page(p);

}
I

This prevents:

forgotten unmaps,

double-free mapping errors,

inconsistent paging state,

accidental long-lived mappings.

8.9 Higher-Half Kernel Virtual Address Space

Kernel4++ uses a higher-half layout:

o Kernel mapped at OxFFFFFFFF80000000
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e Direct physical mapping at OxFFFF800000000000

» Userspace isolated in lower half
Benefits:

 climinates pointer collisions,
« hardens kernel against user faults,
« simplifies page table management,

o supports clean ASLR layout.

8.10 Page Fault Handling

Page faults (#PF) provide critical debugging and memory-safety information.
Kernel++ handles:

null dereferences,

e missing page table entries,
« user access to kernel pages,
 execute violations (NX),
 write violations (COW),

« protection key violations.

A sample handler:
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void page_fault_handler(const RegisterState& r) {
uintptr_t fault_addr = read_ cr2();

early__console::write("Page Fault at: ”);
print_hex(fault_addr);

panic(”Unhandled page fault”);

8.11 Conclusion

The Kernel++ Virtual Memory Manager provides:

strong abstraction over 4-level paging,
o type-safe page and frame operations,
o RAII protection using ScopedMap,

e complete control over permissions,
 a clean higher-half virtual layout,

« safe page fault reporting,

transparent and deterministic behavior.

This subsystem builds directly on the PMM (Chapter 7) and forms the basis for user

processes, drivers, and all kernel memory operations.
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CPU Exceptions

CPU exceptions are the hardware’s way of signaling that something critical has
occurred: illegal operations, invalid memory access, or CPU-defined faults that must be
processed immediately.

Kernel4++ implements a robust, strongly typed, and deterministic exception-handling

subsystem.

9.1 Overview of CPU Exceptions

The x86-64 architecture defines 32 architected exceptions (vectors 0-31). They represent
conditions that must be handled by the kernel.

The most important exceptions include:
o #DE — Divide by Zero
o #DB — Debug Exception
o NMI — Non-Maskable Interrupt
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o #BP — Breakpoint (INT3)

o #OF — Overflow

o #BR — Bound Range Exceeded
o #UD — Invalid Opcode

o #NM — Device Not Available

o #DF — Double Fault

o #TS — Invalid TSS

o #NP — Segment Not Present

o #SS — Stack Fault

o #GP — General Protection Fault
o #PF — Page Fault

o #MF — x87 FPU Error

o #AC — Alignment Check

o #XM — SIMD Floating-Point Exception

Many exceptions push an error code; others do not. Kernel++ abstracts this at the

dispatcher level.
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9.2 Exception Handler Prototype

All exceptions ultimately dispatch through a single C++ handler. The raw assembly
stubs defined in the IDT jump to:

extern ”C” void exception_ dispatch(RegisterState™ regs, uint8 t vector);
The dispatcher:

decodes the vector,

extracts diagnostic info,

routes to specific handlers,

halts the system on fatal errors.

9.3 Register State Representation

Kernel++ defines a strongly typed representation of the saved CPU state when an

exception occurs.

struct RegisterState {
uint64_t r15, r14, r13, r12;
uint64_t r11, r10, r9, r8;
uint64_ t rsi, rdi, rbp, rdx;

uint64_ t rex, rbx, rax;

// Pushed automatically by CPU
uint64_t vector; // Interrupt vector (software-added)

uint64_t error; // Error code (0 if none)
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uint64_t rip;
uint64_t cs;
uint64_t rflags;
uint64_t rsp;
uint64_t ss;

b

This mirrors the exact stack layout created by the x86-64 interrupt mechanism.

9.4 Exception Dispatcher

A minimal Kernel4+ dispatcher:

extern ”C” void exception_ dispatch(RegisterState™ r, uint8_t vec) {

switch (vec) {

case 0: panic("Divide by zero”); break;
case 6: panic(”Invalid opcode”); break;
case 13: panic(”General protection fault”);  break;
case 14: page_fault_handler(*r); break;
default:

early__console::write(”Unhandled exception: 7);
print__hex(vec);

panic(”Fatal exception”);

This version intentionally directs unhandled cases to panic in a controlled manner.

9.5 Page Fault Handler

Page faults are among the most important exceptions. The CPU loads the faulting

virtual address into CR2.
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void page_fault_handler(RegisterState& r) {
uintptr_ t fault_ addr;

asm volatile("mov %%cr2, %07 : "=r"(fault_addr));
uint64_t err = r.error;

early__console::write("Page Fault!\nAddress: ”);
print__hex(fault_addr);
early_console::write(”\nError code: ”);
print__hex(err);

early__console::write(”\n”);
// Decode the error bits

if (err & 1) early_ console::write(” - Present violation\n”);

else early_ console::write(” - Not present\n”);

if (err & 2) early_ console::write(” - Write access\n”);

9

clse early console::write(” - Read access\n”);

if (err & 4) early_ console::write(” - User mode\n”);

else early_console::write(” - Supervisor mode\n”);

if (err & 8) early_ console::write(” - Reserved bit violation\n”);

if (err & 16) early__console::write(” - Instruction fetch\n”);

panic(”Fatal page fault”);

}

This diagnostic output dramatically simplifies debugging.

9.6 General Protection Fault (#GP)

#GP indicates:
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 invalid privilege access,
o segment descriptor violation,
« invalid I/O port access,

 incorrect loading of control registers.

Kernel4++ handles it conservatively:
void gp_ fault_handler(RegisterState& r) {
early_console::write(”General Protection Fault\nRIP: ”);

print__hex(r.rip);
panic("GP fault”);

9.7 Invalid Opcode (#UD)

This occurs when executing:

o unsupported instructions,
e corrupted memory,

o unaligned jump into data regions.

Kernel4++ reports the instruction pointer:

void invalid__opcode_ handler(RegisterState& r) {
early__console::write(”Invalid Opcode at RIP: 7);
print__hex(r.rip);

panic(”Invalid opcode”);
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9.8 Double Fault (#DF)

A double fault means an exception occurred while handling another exception. Typical

causes:

stack overflow,

invalid IDT,

bad TSS,

unhandled page fault on kernel stack.

Kernel4++ must allocate a dedicated IST (Interrupt Stack Table) entry for #DF.

9.9 Breakpoints and Debug Exceptions

Kernel4++ supports debugging-friendly exceptions:
void breakpoint__handler(RegisterState& r) {
early__console::write("Breakpoint at RIP: 7);

print__hex(r.rip);

}

These are useful during early hardware bring-up.

9.10 Conclusion

The Kernel++ exception subsystem provides:

o complete coverage of x86-64 CPU exceptions,
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o strongly typed register state,

« safe and deterministic dispatcher,

o detailed page fault reporting,

« support for debug and breakpoint events,

« controlled panic behavior on fatal conditions.

Exception handling forms the foundation for diagnosing hardware events, invalid

memory access, privilege violations, and early development bugs.



Chapter 10

Interrupt Controllers: PIC, IOAPIC, LAPIC

Interrupt controllers provide the mechanism through which hardware signals are
delivered to the CPU. Modern systems use the APIC (Advanced Programmable
Interrupt Controller) architecture, which replaces the legacy 8259 PIC.

Kernel4++ implements a clean abstraction over APIC components using Modern C++

strong typing and zero-cost memory-mapped register access.

10.1 Overview of Interrupt Controller Architecture
There are three main interrupt controllers:
o PIC — legacy Programmable Interrupt Controller (8259)

o LAPIC — per-CPU Local APIC

« IOAPIC — routes I/O interrupts to CPUs

Modern OS kernels:
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e initialize and remap PIC,
o then disable PIC completely,

o and rely entirely on APIC.

10.2 Legacy PIC (8259) Initialization and Remapping

The legacy PIC maps IRQs to vectors 0-15, which conflict with CPU exceptions.
Therefore, the PIC must be remapped to vectors 0x20-0x2F.

PIC Remapping Procedure

void pic_remap() {
// initialization command
outb(0x20, 0x11);
outb(0xA0, 0x11);

// vector offsets
outb(0x21, 0x20);
outb(0xA1, 0x28);

// wiring configuration
outb(0x21, 0x04);
outb(0xA1, 0x02);

// environment info
outb(0x21, 0x01);
outb(0xA1, 0x01);

// mask all IRQs
outb(0x21, 0x0);
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outb(0xA1, 0x0);

After remapping, Kernel4++ usually disables the PIC entirely:

void pic_ disable() {
outb(0x21, 0xFF);
outb(0xA1l, 0xFF);

10.3 Local APIC (LAPIC)

Each CPU core has its own LAPIC. It handles:

local interrupts,

APIC timer,

Inter-Processor Interrupts (IPI),

error reporting.

The LAPIC is accessed via memory-mapped I/O registers.

MMIO Access Wrapper

static constexpr uintptr_t lapic_ base = 0xFEE00000;

class Local APIC {
public:
static inline void write(uint32 t reg, uint32_t value) {

*(volatile uint32_t*)(lapic_base + reg) = value;
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static inline uint32_t read(uint32_t reg) {
return *(volatile uint32_t*)(lapic_base + reg);

static void eoi() {
write(0xB0, 0); // End Of Interrupt register
¥
b

LAPIC registers include:
e ID Register
o Version Register
o Task Priority
e Spurious Interrupt Vector
e LVT Timer, LVT Error

o Interrupt Command Register (ICR)

10.4 Inter-Processor Interrupts (IPT)
Kernel4-+ uses IPIs to:
o start other CPU cores (SMP),

o trigger scheduling updates,

« invalidate TLB entries across cores,
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e coordinate shutdown.

Example IPI send:

void send__ipi(uint8_t apic_id, uint8_t vector) {
Local APIC::write(0x310, apic_id << 24); // ICR high
Local APIC::write(0x300, vector); // ICR low

10.5 APIC Timer

The LAPIC timer is essential for scheduling.

void lapic_ timer_init(uint32_t ticks) {
Local APIC::write(0x380, ticks);  // initial count
Local APIC::write(0x3E0, 0x3); // divide by 16
Local APIC::write(0x320, 32); // LVT Timer = vector 32

}

Kernel++ prefers the APIC timer due to:

per-CPU precision,

TSC-deadline support on new CPUs,

high-resolution scheduling,

SMP-safe interrupt generation.

10.6 IOAPIC: Routing External Interrupts

The IOAPIC routes device interrupts (IRQs) to CPU cores. It replaces the legacy PIC

wiring system.
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IOAPIC Structure
Key registers:
o IOAPIC ID Register
o IOAPIC Version Register

 Redirection Table (RTEs)
Each RTE entry describes:

« which vector to deliver,
o which CPU receives it,
o edge/level triggering,
 polarity,

e masking,

o delivery mode.

10.7 IOAPIC Redirection Entry Structure

Kernel++ uses a typed bitfield:

struct IOAPICRedir {

uint64 t vector . 8;

uint64_ t delivery : 3;
uint64 t dest__mode 2 Il

uint64_t delivery_stat : 1;
uint64__t polarity 1 1

b
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uint64_t remote irr : 1;
uint64_t trigger 2 1
uint64 t mask 2 1
uint64_ t reserved : 39;
uint64_t dest . 8;

b

Using strongly typed RTEs avoids error-prone manual bit manipulation.

10.8 Programming the IOAPIC

To program an RTE, Kernel4+ writes to two registers:

o IOREGSEL — selects the register index,

o IOWIN — reads/writes data.

Example function:

void ioapic_ write(uint8 t index, uint32_t value) {
*(volatile uint32__t*)(ioapic_base) = index;

*(volatile uint32_t*)(ioapic_base + 0x10) = value;

uint32_t ioapic_read(uint8_t index) {
*(volatile uint32__t*)(ioapic_base) = index;
return *(volatile uint32_ t*)(ioapic_ base + 0x10);

Setting a vector:

void ioapic_set_ redir(uint8 t irq, IOAPICRedir entry) {
uint32_t low = (uint32_t)(entry & OxFFFFFFFF);
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uint32_t high = (uint32_t)(entry >> 32);

ioapic_write(0x10 + irq * 2, low);
ioapic_ write(0x10 + irq * 2 + 1, high);

10.9 MSI and MSI-X Overview

Modern PCle devices no longer use IOAPIC IRQ lines. Instead they use:
o MSI — Message Signaled Interrupts
o MSI-X — Multiple message vectors

These trigger interrupts by writing a value to a special LAPIC address.
Kernel4++ supports MSI via:

o LAPIC ICR vector mapping,
o MSI capability parsing in PCI config space,

» per-device interrupt vectors.

10.10 Conclusion

Kernel4++ provides a modern, clean, and scalable interrupt architecture:

o PIC is supported only for legacy bootstrapping.
o LAPIC handles per-core interrupt delivery, timer events, and IPIs.

o IOAPIC routes device interrupts in SMP systems.
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o MSI/MSI-X provide high-performance PCle interrupt delivery.
« Strongly typed abstractions prevent misconfiguration.

o Zero-cost MMIO access ensures optimal performance.

This subsystem enables reliable interrupt-driven scheduling, device drivers, timers, and

multi-core coordination.



Chapter 11

Writing an IDT in Modern C++

The Interrupt Descriptor Table (IDT) defines how the CPU transfers control to
exception and interrupt handlers. Kernel++ implements a type-safe, declarative, and
zero-cost IDT subsystem using Modern C++-.

This chapter describes the full IDT architecture and provides a clean C+-+

implementation.

11.1 Overview of IDT Architecture

On x86-64, the IDT contains 256 entries:

e Vectors 0-31: CPU exceptions

o Vectors 32-255: Hardware and software interrupts
Each entry describes:

e handler function address,
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» code segment selector,
e interrupt gate type,
o privilege level,

« optional IST (Interrupt Stack Table) index.

In long mode (64-bit), IDT entries are 16 bytes each.

11.2 Gate Types and Flags

Important IDT attributes include:

o 0x8E — Interrupt Gate, Ring 0
o Ox8F — Trap Gate, Ring 0

o OxEE — Interrupt Gate, Ring 3 (user-callable)
Differences:

o Interrupt Gate clears IF (disables interrupts)

o Trap Gate leaves IF unchanged

Kernel++ uses interrupt gates for all exceptions and hardware interrupts.
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11.31IDT Entry Structure

A 64-bit IDT entry spans three parts of a 64-bit pointer:

struct IDTEntry {
uint16_t offset_lows; // bits 0-15

uint16_t selector; // code segment selector
uint8_t ist; // Interrupt Stack Table index
uint8 t type_ attr; // gate type, privilege, present bit

uint16_t offset_ mid; // bits 16-31
uint32_t offset_ high; // bits 32-63

uint32_t zero; // reserved

void set(void(*handler)(), uint8 t flags) {
uintptr_t addr = (uintptr_t)handler;

offset_low = addr & OxFFFF;

offset_mid = (addr >> 16) & 0xFFFF;
offset__high = (addr >> 32) & OxFFFFFFET;
selector = 0x08; // kernel code segment

ist = 0; // IST slot 0 (default)

type_attr = flags; // gate attributes

zero = (;
ki

This structure encodes the full 64-bit handler address and control bits.

11.4 IDT Table Definition

Kernel++ stores 256 IDT entries:
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static IDTEntry idt[256];
Before loading the IDT, each entry must be populated with a handler function:
extern 7C” void isr_ div0();

extern ”C” void isr__page_ fault();

// ... and so on

void idt__init() {
idt[0].set (isr__divO0, 0x8E);
idt[14].set(isr__page_ fault,0x8E);

// ... initialize other vectors

Kernel++ often generates ISR stubs using macros or code generation scripts.

11.5IDT Pointer Structure
The CPU loads the IDT using the lidt instruction, which expects:
struct IDTPointer {

uint16_ t limit;

uint64_ t base;
} __ attribute__ ((packed));

limit is sizeof(idt) - 1. base is the address of the IDT array.

11.6 Loading the IDT

The lidt instruction loads the IDT pointer into the CPU:
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void load_idt() {
IDTPointer idt_ ptr {
Jdimit = sizeof(idt) - 1,
.base = (uint64 t)&idt
};

asm volatile(”lidt %0” : : "m”(idt_ptr));

}

After loading, all interrupts and exceptions will jump into the Kernel4++ IDT entries.

11.7 Interrupt Stack Table (IST)

IST is part of the x86-64 T'SS (Task State Segment). It allows assigning special stacks

for critical exceptions:

o IST1 — Double Fault (#DF)
o IST2 — Non-Maskable Interrupt (NMI)

e IST3 — Machine Check

Kernel++ assigns IST stacks during TSS setup:

idt[8].ist = 1; // Double Fault uses IST1
idt[2].ist = 2; // NMI uses IST2

These stacks prevent cascading faults and kernel collapse.

11.8 Register-Saving ISR Stubs (Assembly)

Each IDT entry must point to an assembly stub that:
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e saves registers,

o pushes vector number and error code,
o calls exception_ dispatch(),

e restores registers,

e executes iretq.
Kernel4++ usually autogenerates these stubs, but here is a conceptual example:

global isr_ div0

extern exception_ dispatch

isr divO0:
push 0 ; dummy error code
push 0 ; vector number

jmp common_ stub
All stubs jump to a single common handler:

common__stub:
save general-purpose registers
push rax
push rbx
push rex
push rdx
push rbp
push rdi

push rsi
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push 18

push 19

push r10
push rll
push r12
push r13
push r14
push r15

mov rdi, rsp : pointer to RegisterState

call exception_ dispatch

restore registers
pop rlH
pop rl4
pop rl3
pop rl2
pop rll
pop rl0
pop 19
pop 18
pop 1si
pop rdi
pop rbp
pop rdx
pop rcx
pop rbx

pop rax
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add rsp, 16 ; pop vector and error code

iretq

11.9 Declarative IDT Initialization in Modern C++

Kernel4-+ offers a clean declarative method:
void idt__initialize() {
auto set = [&](int vec, void(*fn)()) {

idt[vec].set(fn, 0x8E);
ks
set(0, isr_div0);
set(1, isr_debug);
set(3, isr_ breakpoint);
(

set(14, isr__page_fault);

/] -

This reduces boilerplate and improves readability.

11.10 Conclusion

Kernel4++ provides a complete, modern IDT subsystem:

o type-safe IDT entries,
e Modern C++ declarative initialization,

o full 64-bit handler address support,



112

e clean IST assignment through TSS,
» autogeneratable ISR stubs,

« safe dispatch into C++ exception system.

The IDT is a cornerstone of Kernel4++ reliability, enabling consistent handling of CPU

exceptions, hardware interrupts, and system events.



Chapter 12

Kernel Concurrency Model

Concurrency is a fundamental aspect of any scalable, multi-core operating system.

Kernel++ adopts a modern concurrency architecture based on:

o strong memory model guarantees,
o lightweight atomic operations,

o lock-free data structures,

o efficient spin-based locks,

o per-CPU scheduling decisions,

o RAIl-managed critical sections.

Modern C++ provides low-level primitives that map directly to CPU instructions,

making it ideal for implementing safe and zero-overhead kernel synchronization.
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12.1 Memory Model and Ordering Guarantees

x86-64 offers a strong memory model, but explicit ordering is still necessary for:
e lock acquisition,
e inter-core communication,
« memory visibility of shared structures,

o interrupt safety.
Kernel4++ uses C++ memory orders:

o memory_order_relaxed — no ordering, best for counters.
o memory order acquire — for lock acquire.
o memory_order release — for lock release.

o memory_order seq cst — for correctness in complex subsystems.

The kernel’s concurrency primitives are designed to be predictable, minimal, and

provably correct.

12.2 Spinlock

Spinlocks are used for extremely short critical sections, such as:

o IDT updates,

o scheduler run queue operations,
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e TLB shootdown coordination,
o per-core data structure switching.

class Spinlock {
std::atomic_ flag f = ATOMIC_FLAG_INIT;

public:
void lock() {
while (f.test_and_set(std::memory_order_acquire))

___builtin_ia32_pause(); // reduce contention

void unlock() {

f.clear(std::memory_order_release);

Properties
« Non-blocking (busy-wait)
« Fair only on some architectures

e Optimal for micro-critical sections

12.3 Ticket Lock

To provide stronger fairness guarantees, Kernel4++ includes a ticket lock.

class TicketLock {
std::atomic<uint32_t> next_ ticket{0};
std::atomic<uint32_ t> now_ serving{0};
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public:
void lock() {
uint32 t ticket = next_ ticket.fetch_add(1);
while (now__serving.load(std::memory_order_acquire) != ticket)

__ builtin_ ia32_ pause();

void unlock() {

now_serving.fetch_add(1, std::memory_order_ release);

Advantages

e Guaranteed FIFO fairness
e Good for multi-core systems

o Useful in scheduler, memory manager, and IR(Q routing tables

12.4 RAII-Based Lock Guards

Kernel4++ enforces correctness using RAIl-managed lock guards that prevent:

o forgotten unlock calls,
o partial-lock failures,
 inconsistent states during exceptions.

template <typename Lock>
class LockGuard {
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Lock& 1k;

public:
explicit LockGuard(Lock& 1) = 1k(1) { lk.lock(); }
~LockGuard() { lk.unlock(); }

¥
Usage:

void update__scheduler_ state() {
LockGuard<Spinlock> guard(sched_ lock);

// scheduler state updated safely

12.5 Per-CPU Data Structures

To minimize contention, Kernel++ relies on per-CPU storage:
e TUN (uUeues,
o timer wheels,
« slab allocators,

e interrupt statistics,

TLB flush queues.

Example:

struct PerCPUData {
RunQueue rq;
uint64_ t ticks;

void* current_ thread;
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J5
extern PerCPUData percpuMAX_ CPUS]J;

Access is performed using the CPU’s APIC ID or GS base register.

12.6 Lock-Free Circular Queue

Kernel++ uses a lock-free queue for high-frequency operations such as:

* logging,
o IRQ dispatch buffering,
» network packet staging.

template <typename T, size_t N>
class LockFreeQueue {
std::atomic<size t> head{0};
std::atomic<size t> tail{0};
T buffer[N];

public:
bool push(const T& val) {
size_t h = head.load(std::memory_ order_ relaxed);
size_tn = (h+ 1) % N;

if (n == tail.load(std::memory_ order_ acquire))
return false; // full

buffer[h] = val;
head.store(n, std::memory_order_release);

return true;
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bool pop(T& out) {
size t t = tail.load(std::memory_order_relaxed);
if (t == head.load(std::memory_ order_acquire))

return false; // empty
out = buffer[t];

tail.store((t + 1) % N, std::memory_order_release);

return true;
}
s

This allows zero-lock high-throughput communication between kernel subsystems.

12.7 Wait-Free Atomic Counters

Kernel++ replaces global locks with atomic counters where possible:

std::atomic<uint64_t> global ticks{0};

void timer__interrupt() {

global _ticks.fetch_add(1, std::memory_order_relaxed);

12.8 Synchronizing with Interrupt Handlers
Interrupt handlers run asynchronously and must not:

» take long locks,

» block,
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e access unsafe shared state.
Kernel++ uses:

o lock-free queues for IRQ—thread communication,
« interrupt-safe spinlocks,

o per-CPU buffers.

12.9 The Scheduler and Concurrency

The scheduler interacts deeply with concurrency primitives:

each CPU has its own run queue,

work stealing uses atomic operations,

waking/sleeping threads requires ticket locks,

preemption uses interrupt gating.

Example: waking a blocked thread:

void wake__thread(Thread* t) {
LockGuard<TicketLock> guard(t->lock);
t->state = ThreadState::Ready;

enqueue_on__cpu(t, pick_best_cpu());
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12.10 Conclusion

Kernel4++’s concurrency architecture combines:

e lock-free communication,

« scalable per-CPU data structures,
« predictable spinlocks,

o fair ticket locks,

o RAIll-managed correctness,

e Modern C++ atomics with strong ordering guarantees.

This ensures that Kernel4++ remains scalable, safe, and efficient across modern SMP

and NUMA hardware.



Chapter 13

Threads and Tasks

Threads are the fundamental units of execution in Kernel++. This chapter defines the
kernel threading model, the Thread Control Block (TCB), the stack layout,
context-switching internals, and the lifecycle of kernel tasks.

Kernel++ uses a lightweight, preemptive threading model optimized for SMP systems,

supported by a per-CPU scheduler and a modern C+4 memory-safe infrastructure.

13.1 Thread Control Block (TCB)

A Thread Control Block stores all information required to resume execution:

saved stack pointer,

saved instruction pointer,

general-purpose registers,

scheduling state,

122
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o CPU affinity,
o kernel stack,

« pointer to next thread (run-queue linked list).

enum class ThreadState {
Ready,
Running,
Blocked,
Finished

Jis

struct Thread {
uint64_ t rsp; // saved stack pointer
uint64_t rip; // saved instruction pointer

uint64_t id; // unique identifier

uint64_t regs[16];  // GP register save area
ThreadState state;  // scheduling state

void*  kstack; // kernel stack

size_t kstack_ size;

Thread® next; // run queue linkage

I

The regs array stores preserved registers during context switches.

13.2 Kernel Stack Layout

Each kernel thread receives its own private stack:

» prevents stack corruption across threads,
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« makes interrupts safe,
o supports per-thread ISRs,

o aligns with x86-64 ABI requirements.

Kernel4-+ allocates stacks from a dedicated slab allocator:

void* allocate_stack(size_t size = 16384); // 16KB default

13.3 Creating Threads

A new kernel thread is created by allocating a TCB, stack, and setting the entrypoint:

Thread™ create_kernel thread(void(*entry)()) {
Thread™ t = new Thread;

t->kstack_size = 16384,
t->kstack = allocate_stack(t->kstack_ size);

// stack grows downward — reserve space for return address
t->rsp = (uint64_ t)t->kstack + t->kstack_size - 8;
*(uint64__t*)t->rsp = (uint64__t)thread_exit; // clean termination

t->rip = (uint64_t)entry;
t->state = ThreadState::Ready;

t->next = nullptr;

return t;

The thread’s first run begins at entry(), and if it returns, execution continues to
thread_exit().
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13.4 Thread Exit Path

[noreturn]] void thread_ exit() {
auto™ t = current_ thread();
t->state = ThreadState::Finished;
scheduler_yield();

while (true) __ builtin_ unreachable();

13.5 Saving and Restoring Registers

Context switching requires saving all caller-preserved and callee-preserved registers.

Kernel4++ uses an assembly helper:

global switch_context

; void switch_context(Thread® old, Thread™ next)

switch context:

; save old context

mov [rdi + 0], rbx
mov [rdi + 8], rbp
mov [rdi + 16], r12
mov [rdi + 24], r13
mov [rdi + 32], r14
mov [rdi + 40], r15
mov [rdi + 48], rsp

: load new context

mov rbx, [rsi + 0]
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mov rbp, [rsi + §]
mov 112, [rsi + 16]
mov 113, [rsi + 24]
[rsi + 32
mov 115, [rsi + 40

mov 114, ]
]
mov 1sp, [rsi + 48]

mov rax, [rsi + 50]

jmp rax

; load saved RIP

; jump to thread

13.6 Switching Threads (C++ Wrapper)

extern ”C” void switch__context(Thread™ old, Thread* next);

void context__switch(Thread* old, Thread™ next) {

old->state = ThreadState::Ready;
next->state = ThreadState::Running;

switch__context(old, next);

13.7 Thread Yield and Cooperative Scheduling

void scheduler_yield() {

A thread may voluntarily yield:

Thread™® old = current_ thread();
Thread™ next = pick_next_ thread();

context__switch(old, next);
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Yielding is used by:
o I/O wait loops,
« voluntary task switching,

e cooperative multithreading.

13.8 Preemptive Scheduling via Timer TRQ
Kernel++ uses the LAPIC timer to preempt threads:
extern 7C” void timer__interrupt() {

scheduler__tick(); // bookkeeping

scheduler_yield(); // preempt if needed
Local APIC::eoi();

Preemption ensures fairness and avoids starvation.

13.9 Per-CPU Run Queues

Each CPU has its own queue of runnable threads:

struct RunQueue {
Thread™ head = nullptr;

I

PerCPU<RunQueue> runqueue;

Insertion:
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void enqueue(Thread™ t) {
t->next = runqueue().head;

runqueue().head = t;

Selection:
Thread™ pick next_ thread() {
if (Irunqueue().head)

return idle__thread();

Thread® t = runqueue().head;
runqueue().head = t->next;

return t;

13.10 Idle Thread
Each CPU has a dedicated idle thread:

[noreturn]] void idle_ thread() {
while (true)

asm(”hlt”);

The idle thread runs when no other threads are runnable.

13.11 Kernel Thread Loop

Simple kernel thread routine:
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void thread_loop() {
while (true) {
do_work();
scheduler_yield(); // cooperative multitasking

13.12 Task Launch Helpers

Kernel4++ provides a helper to launch tasks:

Thread™ spawn(void(*entry)()) {
Thread® t = create_kernel thread(entry);
enqueue(t);

return t;

13.13 Conclusion

The Kernel++ threading system includes:

modern TCB with register storage,

o per-thread kernel stacks,

o safe C++ initialization and RAII teardown,
o clean assembly context switch,

o per-CPU run queues for SMP scalability,

« cooperative and preemptive scheduling integration,
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e robust idle-thread model.

Threading is the foundation on which all higher-level multitasking subsystems in

Kernel++ are built.



Chapter 14

Advanced Kernel Scheduling

Scheduling determines which thread runs on which CPU and for how long. Kernel++

provides a modular, extensible scheduler design supporting:

« Round Robin (RR)

o Multi-Level Feedback Queue (MLFQ)

o CFS-style Fair Scheduling (vruntime-based)
o SMP-aware load balancing

o CPU affinity and per-CPU queues

Each scheduler is implemented as a strategy that can be plugged into the kernel’s

runtime.

14.1 Scheduler Architecture Overview

Every CPU in Kernel4+ has:

131
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e its own run queue,

 its own scheduler state,

e an idle thread,

a timer interrupt that triggers scheduling decisions.
Common scheduler operations:

 enqueue(thread)
 pick next()
« on_ tick() — invoked each timer tick

« on_block() — when a thread blocks

« on_wake() — when a blocked thread becomes runnable

Kernel++ allows switching scheduler algorithms without changing thread structures.

14.2 Round Robin Scheduling

Round Robin is the simplest preemptive scheduling model. Each thread gets a fixed

time slice and rotates in a circular linked list.

State

static Thread™ current = nullptr;
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Next Thread Selection

Thread™ rr_next_ thread() {
current = current->next;

return current;

Tick Handler

void rr_on_ tick() {

scheduler_yield(); // immediately switch

Pros: simple, predictable. Cons: no priority, poor for mixed workloads.

14.3 Multi-Level Feedback Queue (MLFQ)

MLFQ improves responsiveness by using multiple queues with different priorities.

Shortest and interactive tasks stay at higher priority levels.

Queue Structure

static constexpr size_t LEVELS = 3;
std::array <std::queue<Thread™>, LEVELS> mlfq;

Priority 0 = highest, 2 = lowest.

Enqueue

void mlfq_enqueue(Thread™ t, size_t level) {
mlfq[level].push(t);
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Choosing A Thread

Thread™ mlfq_choose__thread() {
for (size_t i = 0; 1 < LEVELS; i++) {

if ('mlfq[i].empty()) {
Thread™ t = mlfq[i].front();
mlfqli].pop();

return t;

}

return idle_thread();

Demotion On Tick

Threads using the entire time slice are moved down:

void mlfq_on_ tick(Thread* t) {
size_t lvl = t->priority;
if (vl + 1 < LEVELS)
t->priority++;

mlfq enqueue(t, t->priority);

Aging (Priority Boosting)
To prevent starvation, Kernel++ periodically boosts all threads to the top queue:

void mlfq_boost() {
for (size_t i = 1; 1 < LEVELS; i++) {
while (!mlfq[i].empty()) {
Thread™ t = mlfq[i].front();
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mlfq[i].pop();
t->priority = 0;
mlfq enqueue(t, 0);

MLFQ is suitable for interactive systems and mixed workloads.

14.4 CFS-Style Fair Scheduler (vruntime)

Kernel++ includes a scheduler inspired by Linux CFS, assigning each thread a virtual
runtime (vruntime) that represents consumed CPU time.

Threads with the smallest vruntime run first.

Thread Fields

struct Thread {
uint64_t vruntime = 0;
uint64_t weight = 1024; // default nice value
// ... TCB fields

I

Min-Heap Run Queue

std::priority__queue<
Thread™,
std::vector<Thread™ >,
CompareVruntime

> cfs_ rq;

struct CompareVruntime {
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bool operator()(Thread™ a, Thread® b) const {

return a->vruntime > b->vruntime;

Tick Update

void cfs_on_tick(Thread* t) {
t->vruntime += (1024 * TICK_NS) / t->weight;

Picking Next Thread

Thread™ cfs_ choose__thread() {
if (cfs_rq.empty())
return idle_thread();
Thread® t = cfs_rq.top();

cfs_rq.pop();

return t;

CFS-style scheduling provides fairness and excellent performance under load.

14.5 Load Balancing Across CPUs

In multi-core systems, threads are distributed across all CPUs.

Kernel++ uses:

o per-CPU run queues,

» work stealing,
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o affinity tracking,

o NUMA-aware placement.

Work Stealing
A CPU may steal work from another overloaded CPU:

void steal work(int cpu_id) {
int victim = pick_busy_ cpu();
Thread™ t = rq[victim].pop();
if (t)
rq[cpu_id].push(t);

Work stealing dramatically improves throughput on SMP systems.

14.6 Timer Tick and Scheduler Integration

The scheduler is triggered by LAPIC timer interrupts:

extern 7C” void timer__interrupt() {
scheduler->on__tick();
schedule();
Local APIC::eoi();

}

schedule() picks the next runnable thread:

void schedule() {
Thread® old = current_ thread();
Thread™ next = scheduler->choose_thread();
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if (old != next)

context_switch(old, next);

14.7 Selecting a Kernel++ Scheduler at Boot

Kernel4++ allows selecting the scheduler model via boot parameters:

enum class SchedulerType {
RoundRobin,
MLFQ,
CFS

};
SchedulerType selected = SchedulerType::CF'S;

Scheduler objects are created dynamically:

std::unique_ ptr<Scheduler> scheduler;

void init_ scheduler() {
switch (selected) {

case SchedulerType::RoundRobin:
scheduler = std::make_ unique<RRScheduler>();
break;

case SchedulerType:MLFQ:
scheduler = std::make unique<MLFQScheduler>();
break;

case SchedulerType::CFS:
scheduler = std::make_unique<CFSScheduler>();
break;
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14.8 Conclusion
Kernel4++ implements a modern, flexible, high-performance scheduling system:
« Round Robin for simplicity,
« MLFQ for interactive workloads,
o CFS-style scheduling for fairness and throughput,
o full SMP support with load balancing,
o pluggable scheduling algorithms,

e Modern C++ abstractions with zero runtime cost.

This provides scalability from single-core systems to large multi-processor servers.



Chapter 15

Driver Framework in Modern C++

Kernel4++ provides a modern, high-performance driver framework based on:

Memory-Mapped 1/O (MMIO) abstractions
o Compile-time polymorphism using CRTP

« Strong typing for device resources

o RAIll-based driver lifetime

o Interrupt-safe driver event model

o Zero-overhead abstractions (inline, constexpr, templates)

This model replaces the fragile and error-prone C-style driver structure used in

traditional kernels like Linux.
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15.1 Memory-Mapped /O (MMIO)

MMIO is one of the core mechanisms for accessing hardware devices. Devices expose
control registers that the kernel can read/write directly.
Kernel++ wraps MMIO in type-safe functions that compile down to single memory

instructions:
inline void mmio_ write(uintptr_t addr, uint32_t val) {

*(volatile uint32_t*)addr = val,

inline uint32__t mmio_ read(uintptr_t addr) {

return *(volatile uint32_t*)addr;

Strongly Typed MMIO Wrapper

For safer driver code, Kernel4++ adds typed register access:
template<typename T>

inline void mmio_ write(uintptr_t addr, T value) {

*(volatile T*)addr = value;

template<typename T>
inline T mmio_ read(uintptr_t addr) {
return *(volatile T*)addr;

The template version allows:

« 8/16/32/64-bit registers
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e bitfield structures

o packed register types

Zero-cost, inlined, and architecture-correct.

15.2 CRTP-Based Driver Architecture

Drivers in Kernel++ are defined using the Curiously Recurring Template Pattern
(CRTP):

template <typename Impl>

class DriverBase {

public:

void init() { static_ cast<Impl*>(this)->impl_init(); }

void irq() { static_ cast<Impl*>(this)->impl irq(); }

void shutdown() { static cast<Impl*>(this)->impl shutdown(); }
b
Advantages:

» zero virtual function overhead,
o calls resolved entirely at compile-time (no vtables),
o strict compile-time checking: driver must implement required functions,

e 1o runtime polymorphism cost.

This is vastly safer than Linux-style function pointer tables.
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15.3 RAII-Based Driver Lifetime

Drivers automatically perform cleanup on destruction:
template<typename Impl>

class DriverRAII : public DriverBase<Impl> {

public:

DriverRAII() { this->init(); }
~DriverRAII() { this->shutdown(); }

}
This guarantees:

o MMIO regions are unmapped correctly
o interrupts are deregistered

o DMA buffers are released safely

15.4 Example: Timer Device Driver

class TimerDriver : public DriverBase<TimerDriver> {

uintptr_t base;

public:
TimerDriver(uintptr_t b) : base(b) {}

void impl__init() {

mmio_ write(base + 0x00, 1);  // enable timer

void impl_irq() {
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mmio_ write(base + 0x04, 0);  // clear interrupt
on__tick();

void impl_ shutdown() {

mmio_ write(base + 0x00, 0);  // disable timer

Zero virtual calls. Zero overhead. Zero ambiguity.

15.5 Device Manager

Kernel4++ includes a modern device registry using type-erased storage:

struct DeviceHandle { uint32 t id; };

class DeviceManager {
public:
DeviceHandle add(void* drv) {
devices.push_ back(drv);
return { uint32_ t(devices.size() - 1) };

void* get(DeviceHandle h) {

return devices[h.id];

private:
std::vector<void*> devices;

I
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Type-Safe Fetching

template<typename T>
T* device(DeviceHandle h) {
return static__cast<T*>(devmgr.get(h));

15.6 Unified Driver Registration

Drivers register themselves during initialization:
DeviceManager devmgr;
template<typename T>

DeviceHandle register driver(T* drv) {
return devmgr.add((void*)drv);

This allows:

auto-discovery,

safe enumeration,

ordered initialization,

IRQ delegation.

15.7IRQ Routing to Drivers

Kernel4++ delivers hardware interrupts to the appropriate driver object:
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void dispatch_irq(uint32_t irq) {
DriverBase<void>* drv = irq_table[irq];
drv->irq();

Driver registration:

= &timer;

irq_table[5]
11] = &nic;

irq_table[

15.8 Strongly Typed Hardware Resources

Instead of raw integers, Kernel++ uses safe resource wrappers:

struct MmioRegion {
uintptr_t base;
size t size;

}
Example:

class UART : public DriverBase<UART> {

MmioRegion regs;
public:
UART (uintptr_t base)
: regs{base, 0x100} {}
void impl__init() {

mmio_ write<uint32_ t>(regs.base + 0x00, 0x01);

void impl_irq() {
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uint32_t val = mmio_read<uint32 t>(regs.base + 0x04);

handle_ rx(val);

void impl_shutdown() {
mmio_ write<uint32_t>(regs.base + 0x00, 0x00);

15.9 PCI/Bus Abstraction Layer
Kernel4++ provides a minimal bus framework for device enumeration:

struct BusDevice {
uint16_ t vendor;
uint16_ t device;

uintptr__t mmio_ base;

Drivers attach using static pattern matching:

template<typename Driver>
bool probe_and_ attach(const BusDevice& d) {
if (Driver::matches(d.vendor, d.device)) {
auto™ drv = new Driver(d.mmio_ base);
register_ driver(drv);
return true;

}

return false;
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15.10 DMA-Friendly Buffer Abstraction

Kernel4++ uses aligned, physically contiguous buffers:

template<size t N>
struct DMABuffer {
alignas(4096) uint8_t data[N];
uintptr_t phys() const; // implemented in PMM

I

This ensures:

o DMA-safe alignment

o page-aligned buffers

o deterministic physical address

15.11 Conclusion

The Kernel++ driver framework offers:

zero-cost compile-time polymorphism,
deterministic RAII-managed driver lifecycle,
safe, typed MMIO access,

dynamic driver discovery,

interrupt-safe execution paths,

modern C++ abstractions without runtime overhead,
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e a clean separation of hardware interfaces.

This architecture dramatically improves stability, maintainability, and performance

compared to traditional C-style driver stacks.



Chapter 16

Storage Drivers: AHCI and NVMe

Persistent storage is one of the most performance-sensitive subsystems of any operating
system. Kernel++ provides a modern, high-performance storage driver framework

supporting both:
« AHCI (Advanced Host Controller Interface) for SATA devices

« NVMe (Non-Volatile Memory Express) for PCle SSDs

This chapter provides a complete overview and driver skeletons using Modern C++-.

16.1 AHCI Architecture Overview

AHCI provides a uniform DMA engine for SATA devices. An AHCI controller contains:
o A Host Bus Adapter (HBA)
« Up to 32 ports (each representing a SATA disk)
» Port registers for command management
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o DMA engines using Command Lists and Command Tables

o FIS structures for SATA communication

The controller is accessed through the ABAR (AHCI Base Address Register), a

memory-mapped region discovered via PCle.

16.2 Key Registers

Each port exposes:

o PxCLB — Command List Base

o PxFB — FIS Receive Area

o« PxCMD — Command and Status
o PxIS — Interrupt Status

o PxCI — Command Issue Register
The typical command submission flow:

1. Fill the Command List entry.

2. Fill the Command Table + PRDT.
3. Fill the Command FIS.

4. Set the corresponding bit in PxCI.

5. Wait for PxCI bit to clear.
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16.3 Command List Structures

AHCI uses a per-port Command List of 32 entries:

struct HBACommandHeader {
uint8 _t flags;
uint8 _t prdt_len;
uint16_t prd_ byte_ count;
uint32_t ctba;
uint32_t ctba_ upper;
uint32_t reserved|[4];

s
Command Table:

struct HBACommandTable {
uint8_t cfis[64]; // Command FIS
uint8_t acmd[16]; // ATAPI commands (unused for SATA disks)
uint8_t reserved[48];
PRDTEuntry prdt[l]; // variable length in practice

16.4 PRDT (Physical Region Descriptor Table)

PRDT entries are used for DMA mapping:

struct PRDTEntry {
uint32_t dba;
uint32_t dba_ upper;

uint32_t reserved;

uint32_t byte_count : 22;

uint32_ t reserved2 : 9;
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uint32_ t interrupt : 1;

};

16.5 FIS Structures

The primary command FIS:

struct FISRegH2D {
uint8 t fis_ type;
uint8_t flags;
uint8 t command;

uint8_ t featurel;

uint8 t Iba0, lbal, 1ba2, device;
uint8_t Iba3, lba4, Ibab, featureh;

uint8_t countl, counth;

uint8_t icc, control;

uint8_t reserved[4];

I

16.6 AHCI Driver Skeleton

class AhciDriver : public DriverBase<AhciDriver> {
public:
explicit AhciDriver(uintptr_t abar__addr)
: abar(abar_addr) {}

void impl__init();
void impl_irq();
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private:
uintptr_t abar;

b
Initialization example:

void AhciDriver::impl_init() {

// map ports, allocate command lists, setup FIS areas...

IRQ handler example:

void AhciDriver::impl_irq() {

// read PxIS, clear interrupt, process command completion

16.7 NVMe Architecture Overview

NVDMe is a PCle-native protocol designed for extreme parallelism and low latency. Its

core elements include:

Admin Submission Queue (ASQ)

e Admin Completion Queue (ACQ)

« One or more I/O Submission Queues
e Omne or more I/O Completion Queues
o Doorbells for queue notification

o MSI-X interrupts

All NVMe communication is DM A-based.
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16.8 NVMe Command Format

struct NVMeCommand {
uint32_t cdw0;
uint32_t nsid;
uint64_ t mptr;
uint64_ t prpl;
uint64_ t prp2;
uint32 t cdwl0, cdwll, cdwl2, cdwl3, cdwl4, cdwlb;

16.9 NVMe Completion Entry

struct NVMeCompletion {
uint32_t result;
uint32_ t reserved;
uint16_t sq_head;
uintl6_t sq_id;
uint16_t command_ id;

uint16_t status;

16.10 NVMe Queues

Submission queue:

struct NVMeSQ {
NVMeCommand™ entries;
uint16_ t head;
uint16_t tail;

I
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Completion queue:

struct NVMeCQ {
NVMeCompletion™® entries;
uint16_ t head;
uint16_ t phase;

Jis

16.11 NVMe Driver Skeleton

class NvmeDriver : public DriverBase<NvmeDriver> {
public:
NvmeDriver(uintptr_t mmio_ base)

: base(mmio__base) {}

void impl_ init();
void impl_irq();

private:
uintptr_ t base;
NVMeSQ admin_ sq;
NVMeCQ admin_ cq;

I

16.12 Submitting a Command

void nvme_submit(NVMeSQ& sq, const NVMeCommand& emd) {
sq.entries[sq.tail] = cmd;

sq.tail = (sq.tail + 1) % QUEUE_SIZE;

mmio_ write<uint32_t>(doorbell_sq, sq.tail);
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16.13 Polling for Completion

bool nvme_ poll(NVMeCQ& cq, NVMeCompletion& out) {
NVMeCompletion ¢ = cq.entries[cq.head];

if ((c.status >> 15) != cq.phase)

return false;

out = ¢;

cq.head = (cq.head + 1) % QUEUE_SIZE;

if (cq.head == 0)
cq.phase "= 1;

mmio_ write<uint32_t>(doorbell_cq, cq.head);

return true;

16.14 Conclusion

Kernel4++ provides a modern storage subsystem based on:

Type-safe MMIO access

Safe DMA abstractions

CRTP-based driver polymorphism (zero overhead)

Complete AHCI and NVMe execution engines

Queue-based asynchronous 1/0
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This design enables high throughput, low latency, and safe integration with the rest of
the Kernel++ architecture.



Chapter 17

[/O Subsystems

The I/O subsystem is the primary bridge between hardware devices and the kernel.
Kernel++ treats I/O as a strongly typed, zero-overhead abstraction layer built over

MMIO, PIO, interrupt routing, and DMA mechanisms.

This chapter introduces four major I/O components:

PS/2 Keyboard

PS/2 Mouse

USB (xHCI) Controller Skeleton

Serial Communication (16550 UART)

All examples use Modern C++, RAII concepts where applicable, and minimal

architecture-specific glue.

159
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17.1 PS/2 Keyboard Driver

The PS/2 keyboard interface is simple, interrupt-driven, and communicates through 1/0
port 0x60. The interrupt handler must read the scancode immediately; otherwise, the

controller will buffer or discard data.

static constexpr uint1l6_t KBD_PORT = 0x60;

void keyboard__irq(RegisterState&) {
uint8 t scancode = inb(KBD PORT);
keyboard__buffer.push(scancode);

A production kernel would translate scancodes, maintain modifier state (Shift, Ctrl,

Alt), and support Unicode mapping.

17.2 PS/2 Mouse Driver

The PS/2 mouse sends packets containing movement deltas, wheel data, and button
state. Similar to the keyboard, the mouse shares port 0x60, and the driver must

assemble packet frames.

void mouse_irq(RegisterState&s) {
uint8 t data = inb(0x60);

mouse__packet.consume(data);

Mouse packets typically follow a 3- or 4-byte structure depending on scroll wheel or

extra buttons.
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17.3xHCI USB Controller Skeleton (Modern Kernel Driver)

USB 3.x introduces the xHCI (eXtensible Host Controller Interface), providing:

Unified host controller for USB 1.1/2.0/3.x

Command Rings and Event Rings

TRBs (Transfer Request Blocks)

MSI/MSI-X interrupt support

Kernel4++ only provides a minimal skeleton here; full implementation requires

initialization sequences, ring setup, context structures, and doorbell writes.

class XHCIController {
public:
explicit XHCIController(uintptr_t base)

: mmio(base) {}

void init();

void irq();

private:
uintptr_t mmio; // MMIO base of xHCI controller

b
Example initialization stub:
void XHCIController::init() {

// Map MMIO registers, reset controller, initialize DCBAA,

// setup Command Ring, Event Ring, and enable interrupts.
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Controller IRQ handler:

void XHCIController::irq() {

// Process Event Ring TRBs and dispatch completion events.

A full USB stack would require additional layers for:

Device enumeration

Endpoint configuration

HID interpretation

Isochronous transfers

17.4 Serial Communication (16550 UART)

Serial ports remain extremely valuable for:
o Early kernel debugging
o Logging before console initialization
» Remote consoles in virtual machines
Kernel++ implements a minimal but complete UART driver using I/O port operations.

static constexpr uintl6_t COMI1 = 0x3F8;

class Serial {
public:
void init() {
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outb(COM1 + 1, 0x00); // disable interrupts

outb(COM1 + 3, 0x80); // enable DLAB

outb(COM1 + 0, 0x03); // baud: 38400 (low byte)
outb(COM1 + 1, 0x00); // high byte

outb(COM1 + 3, 0x03); // 8N1

outb(COM1 + 2, 0xC7); // FIFO, clear, 14-byte threshold

void write(const char* s) {

while (*s) write_ char(*s++);

private:
void write__char(char c) {
while (!(inb(COM1 + 5) & 0x20)); // wait until ready
outb(COM1, c);
};
This driver supports:

o Character output

o FIFO buffering

o Correct UART configuration

A full driver could support interrupts, hardware flow control, and receive queues.

17.5 Summary

This chapter introduced four core I/O subsystems:
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PS/2 keyboard (simple, interrupt-driven)

PS/2 mouse (packet-based input)

USB xHCI controller (modern USB backbone)

Serial COM ports (essential for debugging)

Kernel++ integrates these in a zero-overhead, type-safe manner, forming the basis for
higher-level device stacks such as HID, storage controllers, network interfaces, and

graphical devices.



Chapter 18

Networking Foundations

Modern operating systems depend heavily on advanced networking stacks. Kernel++
approaches networking with a clean architectural model built upon asynchronous
operations, descriptor rings, safe DMA abstraction, and coroutine-driven processing.

This chapter introduces:

NIC driver model (RX/TX rings, DMA, interrupts)

Packet structure and memory handling

Coroutine-based asynchronous networking

Architectural foundations for higher-layer protocols

Kernel++ is designed to support modern NICs such as Intel €1000/e1000e, Intel i225
(I1210/1225), and VirtIO-Net.
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18.1 NIC Driver Model

Network Interface Controllers (NICs) generally follow a standard architectural pattern.

Regardless of vendor, they typically implement:

 Descriptor rings — circular buffers of RX/TX descriptors
o DMA buffers — physical memory regions for zero-copy packet 1/O

o Interrupt mechanisms — MSI/MSI-X or legacy INTx

Receive Descriptors

Each receive descriptor generally contains:
» physical address of the DMA buffer
» status bits

o length of valid data

Transmit Descriptors

Each transmit descriptor contains:
o physical address of packet data
o command bits

 status bits for completion events
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Ring Operation Overview
Descriptor rings enable lock-free data transfer:
1. NIC writes incoming packets into RX buffers
2. NIC updates descriptor status bits
3. An interrupt is fired (MSI/MSI-X)
4. Driver processes received packets
5. Driver re-arms the descriptors for new traffic

This mechanism is ideal for high-throughput, low-latency systems.

18.2 Packet Descriptor Abstraction

Kernel++ uses a strongly typed packet abstraction that wraps DMA buffers:

struct Packet {
uint8 t* data;

size t len;
b
More advanced versions of Packet include:
o RAIlI-based buffer lifetime guarantees
« information about checksum offloading
« VLAN tags or TSO/LRO capabilities
« device origin (useful for multi-NIC systems)

This abstraction fully decouples higher layers from hardware-specific DMA handling.
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18.3 Asynchronous Packet Processing Using Coroutines

Kernel++ uses Modern C++ coroutines to handle networking in a non-blocking, highly
scalable manner.

This allows the kernel to:

e avoid busy waiting
« overlap work across cores
 handle thousands of concurrent 1/O operations

« implement asynchronous drivers with zero runtime overhead

Coroutine-based Network Loop

task<void> net_loop(NIC& nic) {
while (true) {
auto pkt = co_ await nic.async_ receive();

process__packet (pkt);

Here:

o NIC::async_receive() suspends until a packet arrives
o The NIC IRQ resumes the coroutine

e process_ packet parses and dispatches to the network stack

This model avoids polling and eliminates classic while-loop CPU burning.
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18.4 Interrupt Integration

Modern NICs rely on MSI/MSI-X interrupts:

One interrupt per RX queue

One interrupt per TX completion queue

Optional adaptive interrupt moderation

Optional per-core queue affinity
Kernel++ maps NIC IRQs directly into the coroutine scheduler:

o [RQ signals incoming packets
e Network coroutine resumes

o RX descriptor is re-armed

This allows high scalability on multi-core systems.

18.5 Foundation for Higher Networking Layers
This chapter lays the groundwork for implementing:

o Ethernet framing
o ARP (Address Resolution Protocol)
o IPv4/IPv6 packet parsing

o UDP and TCP transport layers
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« NIC offloading (checksum, TSO, LRO)

o Multiple network queues (RSS / RPS support)

Kernel4++ can build a modular stack where each layer is a strongly typed component
with zero-cost abstractions.

This design ensures:

« predictable performance

« high concurrency

o minimal latency

e clean separation between drivers and protocols

o full safety using RAII and typed DMA buffers
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System Call ABI Design

System calls define the boundary between user space and kernel space. They provide a
controlled, secure, and well-defined interface for user applications to request kernel
services such as I/O, memory management, process control, and inter-process
communication.

Kernel++ redesigns the classic C-style syscall interface into a safer Modern C++
system while preserving the raw performance of a low-level ABI.

This chapter presents:

o Syscall numbering conventions
o Register-based argument ABI
o User-mode invocation

o Kernel-mode entry stubs

o Full syscall dispatch layer

o Security and validation

171
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e Error handling and return semantics

19.1 Syscall ABI Overview

A syscall ABI specifies:
« How a syscall is identified (numeric ID)
« How arguments are passed (registers)
o How control is transferred to the kernel
o How return values flow back to user-mode

Kernel++ uses an x86-64 ABI similar to Linux for familiarity:

Register Usage
RAX Syscall number
RDI Argument 0

RSI Argument 1
RDX Argument 2
R10 Argument 3
RS Argument 4
R9 Argument 5

RAX Return value

Syscalls are invoked with:
« syscall on x86-64

o svc #0 on ARM64

This ABI supports up to six arguments with zero overhead.
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19.2 Syscall Number Table

Kernel++ uses a strongly typed enumeration instead of magic constants:

enum class Sys : uint16_t {

Write = 0,
Read =1,
Open = 2,
Close = 3,
Exit =4,
Yield = 5,
Time = 6,

b

Using enum class prevents cross-subsystem ID collisions and improves clarity.

19.3 User-Side Syscall Stub

User applications call syscalls through thin wrappers:

long sys_ write(int fd, const char® buf, size_t len) {
long ret;
asm volatile(
"syscall”
"=a”(ret)
: 7a”(Sys::Write), "D”(fd), ”S”(buf), 7d”(len)

rex”, "r11”, "memory”

)5

return ret;
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This wrapper:
o places arguments into the correct registers,
» loads the syscall number,
» executes the syscall instruction,

e receives the return value in RAX.

19.4 Kernel Entry Stub

The CPU enters the kernel via a dedicated entry point:

global syscall _entry

extern syscall_dispatch

syscall__entry:

swapgs

; Syscall number already in RAX
mov rdi, rax  ; argl) = RDI
mov rsi, rsi  ; argl = RSI (unchanged)

mov rdx, rdx  ; arg2 = RDX (unchanged)

mov rex, 110 ;argd = R10
mov 18, 18 ; argd = R8
mov r9, 19 ; argh = R9

call syscall__dispatch

swapgs

sysretq
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This stub is minimal and does not clobber registers unnecessarily, which preserves

syscall speed.

19.5 Syscall Dispatch Function

The dispatch layer routes syscalls to their implementation:

extern "C” long syscall__dispatch(

)

uint64_ t num,
uint64_ t arg0,
uint64_t argl,
uint64_t arg2,
uint64_t argd = 0,
uint64_t argd = 0,
uint64 t argd = 0

switch (Sys(num)) {

case Sys::Write:

return sys_ write(arg0, (const char®)argl, arg2);

case Sys::Read:
return sys_read(arg0, (char®)argl, arg2);

case Sys::Open:

return sys_ open((const char®)arg0, argl);

case Sys::Close:

return sys__close(arg0);
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23

24 case Sys::Exit:
25 sys_ exit(arg0);
26 return 0; // never reached

27

28 case Sys::Yield:

29 scheduler__yield();

30 return 0;

31

32 case Sys::Time:

33 return sys_ time();

34

35 default:

36 return -1; // Unknown syscall
-

s}

This model is easy to extend and type-safe.

19.6 Argument Validation

User inputs must never be trusted. Before acting on syscall arguments, the kernel

validates:

pointers (must lie in user virtual space)

buffer lengths (must not overflow)

file descriptors (must be valid and open)

permissions (read/write consistency)
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Kernel++ uses helpers:

bool validate_user_ ptr(const void* p, size_t len) {
return (uintptr t)p >= USER_BASE &&
(uintptr_t)p + len < USER__END;

bool validate_fd(int fd) {
return fd >= 0 && fd < MAX_FDS && fd_table|[fd].open;

}

If validation fails, the syscall returns an error.

19.7 Return Semantics
Syscalls use POSIX-style conventions:

e 0 : Success return value
e -1 : Generic error

o Other negative : Specific error codes

This maps naturally to C++ exceptions (if used in user-space libraries) and deeply

integrates with high-level frameworks.

19.8 Extensibility of Kernel++ Syscalls
To add a new syscall:

1. Add a new entry to enum class Sys
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2. Implement the kernel function

3. Add a case to syscall _dispatch

4. Add an optional user-side stub

Kernel4++ organizes syscalls into well-separated domains:

« Process control (fork, exec, exit, yield)

« File system (open, read, write, stat)

e Memory management (mmap, brk)

» Networking (socket, send, recv)

e Signals and timers

This ensures clarity, modularity, and long-term maintainability.
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ELF Loader and Process Creation

Modern Unix-like operating systems use the ELF (Executable and Linkable Format) as

the standard binary format. Kernel++ includes a fully functional ELF64 loader to map

user programs into memory, initialize their virtual address spaces, set up stacks, and

transition execution to user mode.

This chapter covers the complete loading pipeline:

ELF file structure

Program headers and segment loading
Mapping user memory with proper permissions
Creating the initial user-mode process

Setting up the user-mode stack and entry point

20.1 The ELF64 Header

The ELF header describes the layout of an executable:

179



10

11

12

13

14

15

16

180

struct EIf64_Ehdr {
unsigned char e_ident[16];
uintl6_t e_type;
uint16_t e machine;
uint32_t e_ version;
uint64_t e_ entry;
uint64_t e_phoff; // program header offset
uint64_t e_shoff; // section header offset
uint32_t e_flags;
uint1l6_t e_ ehsize;
uint16_t e phentsize;
uint16_t e phnum;
uintl6 t e shentsize;
uint16_t e_ shnum;

uintl6_t e shstrndx;

j§
Important fields:

e e entry — virtual entry address where execution begins
e e phoff — offset of Program Header Table

e e _phnum — number of program headers

Kernel4++ only uses program headers since they describe memory segments to load.

20.2 Program Headers

Each ELF program header describes a segment that must be mapped:
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struct EIf64_Phdr {
uint32_t p__type;
uint32_t p_ flags;
uint64_t p_ offset;
uint64 t p_ vaddr;
uint64_t p_ paddr;
uint64__t p_ filesz;
uint64_ t p_ memsz;

uint64__t p_ align;

PT LOAD segments must be mapped into user virtual memory.

p_ filesz is the actual bytes in file.

p_memsz is the in-memory segment size (e.g., space for BSS).

p_ vaddr indicates the target virtual address.

20.3 Mapping Loadable Segments

Kernel4++ allocates physical frames and maps them into the process’s address space.

void load_segment(Process& p, Elf64 Phdr& ph) {
for (uintptr_t o = 0; o < ph.p_memsz; o += 4096) {
Frame fr = PhysicalMemory::inst().alloc();
map_ page(Page{ph.p_vaddr + o}, fr,
PageFlags::Present | PageFlags::Writable | PageFlags::User);
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After mapping memory, the kernel must:

« copy file contents into memory

o zero-fill the remaining (p_memsz - p_ filesz) bytes
Copying file contents:
memcpy ((void™)ph.p_ vaddr,

elf file + ph.p_ offset,
ph.p_ filesz);

20.4 Loading All Segments

void map__user__memory(Process® proc, const ElfFile& elf) {
for (int i = 0; i < elf.ehdr.e_phnum; i++) {
auto& ph = elf.phdrsi];
if (ph.p_type == PT_LOAD) {
load__segment(*proc, ph);

The function load_segment is called for each PT_LOAD segment.

20.5 Creating the User Stack

Kernel++ allocates a dedicated user-mode stack:
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uintptr_t allocate_user_stack(Process& p) {
uintptr_t top = USER,_STACK__TOP - 0x1000;

for (int i = 0;i < 8; i++) {
Frame fr = PhysicalMemory::inst().alloc();

map_ page(Page{top - i * 0x1000}, fr,
PageFlags::Present | PageFlags::Writable | PageFlags::User);

return top;

This maps an 8-page (32KB) stack by default.

20.6 Creating a User Process

The entry point create user process() sets up:

Virtual memory

ELF segments

User stack

Initial CPU registers for user mode

Process™ create user process(const char® path) {
ElfFile elf = load__elf(path);

auto® proc = new Process;

map_ user__memory(proc, elf);
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proc->rip = elf.ehdr.e_entry; // entry point

proc->rsp = allocate_ user_ stack(*proc);

return proc;

At this point, the process is fully loaded into memory but not yet running.

20.7 Scheduling the New Process

Kernel4++ integrates the loaded process with its scheduler:

void run__user__process(Process™ p) {
scheduler__add(p);
scheduler__switch__to(p);

The scheduler sets up:

o RSP = user stack

e RIP = program entry

o initial RFLAGS

o correct privilege level (Ring 3)

« proper CS / SS segments for user mode
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20.8 Switching to User Mode

Final transition to user mode:

mov rsp, [proc->rsp]
push USER_ DS
push rsp

push rflags

push USER_ CS
push [proc->rip]
iretq

After iretq, execution continues in user space at ELF .entry.

20.9 Summary
The Kernel++ ELF loader performs:
o Validates ELF files
» Reads ELF headers and program headers
o Maps all PT_LOAD segments
o Allocates and maps a user-mode stack
o Initializes process metadata (RIP, RSP)
« Hands control to the scheduler
» Switches execution to Ring 3

This creates a complete user-mode program ready to run in the Kernel++ environment.
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Kernel Debugging

Debugging an OS kernel is fundamentally different from debugging user applications.
There is no standard library, no shell, no process isolation, and no convenient debugging

hooks unless the developer builds those tools directly into the kernel.

Kernel++ provides a structured debugging environment using:

« QEMU 4 GDB remote debugging
o Early framebuffer debugging

o Serial port logging

« Panic tracing

e Debug macros and assertions

This chapter explains how Kernel++ supports efficient low-level diagnostics.

186



187

21.1 Debugging with QEMU and GDB

QEMU provides an extremely powerful environment for kernel debugging. It can expose
a GDB server at startup, allowing full instruction tracing, breakpoints, memory viewing,

and register inspection.
To start QEMU in GDB debug mode:

gemu-system-x86_ 64 -kernel kernel.elf -s -S

Explanation:
o -S stops the CPU at startup (before executing any instruction)
o -s starts a GDB server on port 1234

Then attach GDB:

gdb kernel.elf
(gdb) target remote localhost:1234

Useful commands:

info registers

e break start

e break kernel main

 x/20i $rip (disassemble instructions)

» x/32gx address (dump memory)

This workflow enables debugging of boot code, paging initialization, interrupt handlers,

and system calls.
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21.2 Serial Port Debug Logging

Serial debugging is critical because it works before:
o Framebuffer initialization
o Virtual memory setup
o Interrupts

A typical serial initialization is:

static constexpr uint1l6_t COM1 = 0x3F8;

void serial__write(const char® s) {
while (*s) {
while (!(inb(COM1 + 5) & 0x20));
outb(COM1, *s++);

Using:
-gemu ”-serial stdio”

All kernel logs appear in your host terminal.

21.3 Framebuffer Debug Console

For graphical debugging, Kernel++ supports a framebuffer text output console. This
becomes available once the VBE/UEFT graphics mode is initialized.

An ultra-minimal example:
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volatile uint32_t* framebuffer = nullptr;

size t fb_ offset = 0;

uint32_t rgb(char c¢) {

return (uint32_t)c * 0x010101; // grayscale visualization

void fb_ putc(char ¢) {
framebuffer[fb_ offset++] = rgb(c);

This is not optimal for text rendering, but extremely useful for early debugging:

print system startup progress

show panic messages

show memory layout

display diagnostic checkpoints

21.4 Kernel Panic and Diagnostic Tracing
Kernel panics must provide maximum diagnostic information:

[noreturn]] void panic(const char® msg) {
serial _write("PANIC: );
serial _write(msg);

serial _write(”\n");

fb_ putc('!"); // framebuffer marker if available
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8 for (;;) _ builtin ia32 pause();

o}

Enhancements for a real kernel include:

printing register state

printing current thread/process 1D

stack trace walking with frame pointers

dumping paging state (CR3)

21.5 Assertion System

Assertions catch logic errors before they turn into corrupted memory or undefined

behavior:

1 Fdefine kassert(expr) \

2 if (!(expr)) panic(”Assertion failed: ” #expr);
Example usage:

1 kassert(page_ aligned(addr));
> kassert(proc != nullptr);
21.6 Stepping Through Interrupts and Exceptions

Using QEMU/GDB, you can:

« set breakpoints at IDT handlers
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» inspect RegisterState
« verify CR2 on page faults

« trace APIC/LAPIC behavior

Example:

(gdb) break page_fault_handler
(gdb) continue

Then examine:

(gdb) info registers
(gdb) x/16gx $rsp

21.7 Debugging the Scheduler

You can inspect context switches:

(gdb) break switch_ to
(gdb) continue

Set watchpoints on:

o current thread pointer
e run queue head

o scheduling time slice counter
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21.8 Summary
Kernel4++ debugging tools include:

« QEMU + GDB remote debugging

o Serial debugging (essential for early boot)
o Framebuffer text console

o Panic diagnostics and trace support

o Assertions and debug macros

o GDB breakpoints for interrupts and scheduler events

Together, these tools provide deep visibility into the kernel’s execution, enabling efficient

development and rapid diagnosis of low-level errors.
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Kernel Testing Framework

Testing a kernel is uniquely difficult. There is no user space, no standard library, no file
system, and very limited debugging support. Kernel++ includes a lightweight,
self-contained testing framework to ensure correctness of subsystems such as memory
management, scheduling, and drivers.

This chapter introduces:

Fake runtime environment for isolated testing

In-kernel test harness

Assertions and test macros

Example unit tests for memory management

The framework is heavily inspired by common C++ testing libraries but adapted for

kernel constraints.

193



10

194

22.1 Fake Runtime for Testing

Some kernel subsystems depend on early boot state, physical memory availability, or
architecture-specific registers. To test these subsystems outside the real kernel
environment, Kernel4++ provides a “fake runtime” that mimics critical pieces of the
kernel allocator.

Example fake allocator:

void* kmalloc(size_t);

void kfree(void™);
void* fake_ alloc(size_t s) {

return malloc(s); // host-side heap

void fake_ free(void* p) {
free(p);

This allows simulation of kernel memory without requiring:

* paging
o physical frame allocators

e early boot code

22.2 Test Framework Structure

Kernel4++ uses a simple, minimalistic testing structure:
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TEST(Suite, Name) declares a test

ASSERT TRUE(expr) validates a condition

ASSERT_EQ(a, b) verifies equality

RUN_ALL_TESTS() executes test registry
Minimal implementation example:

#define ASSERT_TRUE(expr) \
if (!(expr)) panic(’ASSERT_TRUE failed: ” #expr);

#define ASSERT EQ(a, b) \
if ((a) != (b)) panic("ASSERT_EQ failed”);

#define TEST (suite, name) \
void suite##_ ##name(); \
TestRegister reg  ##suite##__##name(suite##_ ##name); \
void suite##_ ##name()

A test registry collects all tests and executes them sequentially during kernel boot or a
dedicated test mode.

22.3 Unit Test Example: Physical Memory

Here is an example unit test verifying that the physical memory allocator returns

page-aligned frames and can free them correctly:

TEST(PhysicalMemory, AllocateFree) {
Frame f = PhysicalMemory::inst().alloc();
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s ASSERT TRUE(f.phys % 4096 == 0);
1 PhysicalMemory::inst().free(f);
This ensures:

 alignment correctness
« allocator consistency

e no memory leaks

Such tests expose subtle regressions early, especially after refactoring.

22.4 Integration Testing in QEMU

Kernel++ supports running test suites inside QEMU:

o A dedicated “test kernel” build sets RUN TESTS=1
e The kernel boots, runs all tests, and exits or halts

o Results print to serial or framebuffer

Example QEMU run:

gemu-system-x86_ 64 -kernel kernel test.elf -serial stdio

If a test fails, a panic is triggered and output is shown immediately.
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22.5 Benefits of Kernel4++ Testing

» Reduces regressions during refactoring
o Ensures allocator and paging correctness

» Validates drivers and subsystems incrementally
« Enables automated QA in CI (via QEMU)

e Provides a reproducible debugging workflow

Testing becomes a first-class citizen of the kernel development process.

22.6 Summary

The Kernel++ Testing Framework provides:

A fake runtime environment for isolated testing

A minimal but powerful assertion and test system

Integration with QEMU for automated kernel testing

Support for unit and integration tests

This ensures Kernel4++ remains robust, maintainable, and safe as it grows in complexity.
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Kernel-++ Architecture Diagram

Kernel++ follows a multilayer architectural model, separating hardware access, core
kernel logic, memory management, drivers, and user-space services. The following TikZ
diagram illustrates the high-level architecture of the Kernel++ operating system,

showing how subsystems build on each other to form a complete OS stack.
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User Space: Processes, Runtime Libraries, ELF Loader, System Call Interface]

Kernel Subsystems: Filesystem, Networking, Storage Drivers, IPC, Device Manager}

Kernel Core: PMM, VMM, Scheduler, IDT/GDT, Syscall ABI, Exception Handling}

Hardware Abstraction Layer (HAL): APIC, MMU, Paging, Timers, Port I/0O, MMIO]

[ Hardware Layer: CPU, RAM, Storage, APIC, PCle, Devices ]
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Complete Kernel4++ Reference

Implementation

This chapter presents a minimal but complete reference implementation of the Kernel++
environment. The goal is to provide a compact, educational kernel skeleton

demonstrating:

e Boot code and entry sequence

e Physical memory allocator
 Virtual memory manager (paging)
 Basic scheduler

e System call dispatcher

e Driver skeletons

o Kernel entry point

200
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This is not a production kernel, but a didactic demonstration of the Kernel-++

architecture.

24.1 Boot Code (x86-64)

The boot code sets up the initial stack and jumps into the C++ kernel:

global _ start

extern kernel main

__start:
cli ; disable interrupts
mov rsp, stack__top ; initialize temporary stack
call kernel main ; jump to kernel
.hang:
hlt ; halt CPU
jmp .hang

24.2 Physical Memory Manager (PMM)

A simple bitmap-based allocator is used:

class PhysicalMemory {
public:
Frame alloc() {
for (size_t i = 0;1 < total_frames; i++) {
if (!bitmapli]) {

bitmapli] = true;
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return Frame{ i * 4096 };

}

panic(”Out of physical memory”);

void free(Frame f) {
bitmaplf.phys / 4096] = false;

private:
static constexpr size_t total frames = 65536; // e.g., 256MB
bool bitmap[total frames| {};

b

24.3 Virtual Memory Manager (VMM)

The virtual memory manager maps pages using the hierarchical x86-64 paging system:

void map_ page(Page p, Frame f, PageFlags fl) {
auto® pmld = reinterpret_ cast<uint64_t*>(PML4_BASE);

auto& pdpt = ensure table( pml4[p.pml4 index()] );
auto& pd = ensure_table( pdpt[p.pdpt_index()] );

auto& pt = ensure_table( pd[p.pd_index()] );

pt[p.pt_index()] = f.phys | static_cast<uint64_t>(fl);

Unmapping is symmetrical:



203

void unmap_ page(Page p) {
auto® pml4d = reinterpret_ cast<uint64_t*>(PML4_BASE);
auto& pdpt = get_ table(pml4[p.pml4_index()]);
auto& pd = get_ table(pdpt[p.pdpt_index())]);
auto& pt = get_ table(pd[p.pd_index()]);

pt[p.pt_index()] = 0;

24.4 Scheduler (Round Robin)

A minimal scheduler that cycles through threads:

void scheduler__tick() {
Thread™ next = runqueue.next_ thread();

switch__to(current, next);

Thread switching is implemented in assembly:

global switch_ to

switch to:
mov [rdi], rsp ; save old rsp
mov rsp, rsi  ; load new rsp

ret

24.5 System Calls ABI

Syscalls enter through syscall dispatch:
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extern "C” long syscall _dispatch(
uint64_ t num,
uint64_ t arg0,
uint64_ t argl,
uint64 t arg2
) {
switch (Sys(num)) {
case Sys::Write:

return sys_ write(arg0, (const char*)argl, arg2);

10

11

12

13

14

15

16

17

case Sys::Read:

return sys_read(arg0, (char®)argl, arg2);

default:

return -1;

24.6 Drivers (Example: Serial Port)

A simple serial debugging driver:

class Serial {

public:

void init() {

outb(COM1 + 1, 0x00)
outb(COM1 + 3, 0x80);
outb(COML + 0, 0x03)

( )

I

)

outb(COM1 + 3, 0x03

9
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outb(COM1 + 2, 0xC7);

void write(const char* s) {
while (*s)
write__char(*s+-+);

private:

void write__char(char c) {
while (!(inb(COM1 + 5) & 0x20));
outb(COM1, c);

24.7 Kernel Main

The core initialization function:

extern "C” void kernel main() {

serial.init();

serial.write("Kernel++ starting...\n”);

init__gdt();
init_idt();

init_ pmm();

init vmm();
init__scheduler();

init_ syscalls();
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init_ drivers();
serial.write(”System initialized.\n");

// Start first process or idle loop

scheduler__run();

24.8 Summary
This chapter presented a full reference kernel skeleton including:

» Boot entry sequence

e Memory management

« Paging and virtual addressing
e Thread scheduling

o System calls

e Device drivers

Kernel initialization

Kernel4++ builds on this foundation to support a complete modern operating system

architecture.



Appendix A

Kernel Memory Layout

A well-defined memory layout is essential for any modern operating system kernel.
Kernel4++ employs a structured, architecture-aware, security-focused layout optimized

for:

o Higher-half kernel mapping for safety and isolation
« Efficient access to all physical memory (direct map)
o Strong user—kernel separation

o Predictable and cache-friendly organization

o ASLR compatibility for future-hardening

This appendix documents the virtual and physical memory layout conventions used by

Kernel++.
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A.1 Typical Virtual Address Space on x86-64

The x86-64 architecture defines a canonical address space with two major halves:

o Lower half — user space

o Upper half — kernel space

Kernel++ uses the standard “higher-half kernel” design.

Address Map

« 0x0000_0000_0000_0000 — 0x0000_7FFF_ FFFF FFFF

User space (48-bit canonical low half)

« OxFFFF_8000_0000_0000 — OxFFFF_FFFF_FFFF FFFF
Kernel space (48-bit canonical high half)

o OxFFFF_8000_0000_0000 — OxFFFF_80FF FFFF_FFFF
Kernel text, read-only data (rodata), BSS, kernel stacks

o OxFFFF_8100_0000_0000 — OxFFFF_81FF FFFF_FFFF

Kernel heap (kmalloc region)

o OxFFFF 8200 0000 0000 — OxFFFF_ SFFF_ FFFF FFFF
Physical memory direct mapping (physmap), enabling:

— linear access to RAM
— page-table-free load/store operations

— simplified frame allocator implementations
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« OxFFFF 9000 0000 0000 — OxFFFF 90FF FFFF FFFF
Per-CPU structures:

— GDT / IDT shadow copies

— Per-core scheduler data

CPU-local variables

— Interrupt stacks (IST entries)

o OxFFFF__A000_0000_0000 — ...
Kernel subsystems (VFS, networking, IPC, drivers)

This design is fully compatible with higher-level subsystems such as tasking, IPC, and

user-mode isolation.

A.2 Physical Memory Layout
Physical memory is discovered from:

« BIOS E820 tables (legacy mode)
o UEFI memory map (EFI_MEMORY_DESCRIPTOR structures)

o Multiboot2 memory map tags

A typical layout:

Boot-Time Physical Layout

« 0x00000000 — 0x0009FFFF Legacy BIOS region, IVT, BDA

o 0x000A0000 — 0x000FFFFF Video memory, option ROMs
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0x00100000 — 0xO0FFFFFF Bootloader-loaded kernel ELF image

0x01000000 — ... Modules (initrd, drivers), bootstrap structures

Free RAM begins after: kernel ELF + ACPI tables + bootloader modules

Reserved areas:

— ACPI RSDP / RSDT / XSDT
— APIC MMIO ranges
— PCle MMIO windows

Kernel++ constructs its PMM bitmap based on these structures, ensuring correctness

even on:

» non-uniform memory layouts
o fragmented physical maps

o large RAM systems (64 GB+)

A .3 High-Level Layout Diagram (Optional TikZ)
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Kernel Subsystems (VFS, IPC, Networking)

Per-CPU Areas: Scheduler / IST / GDT

Physmap: Direct Map of RAM

Kernel Heap (kmalloc)

0xFFFF_8000_0000_0000 — Kernel Text / RODATA / Stacks

0x0000__0000__0000_ 0000 — User Space

— N N N N N

J
J
J
J
J
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Appendix B

Paging Structures Reference

Modern 64-bit x86 processors use a four-level hierarchical paging model. Kernel++

adopts this model directly to provide:

Efficient virtual memory translation

Strong user/kernel separation

Support for huge pages (2MB, 1GB)

Modular VMM architecture

This appendix documents the paging structures, entry formats, and translation rules.

B.1 4-Level Paging Overview

The translation hierarchy is:

o Level 4: PML4 — Page Map Level 4 (root)
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e Level 3: PDPT — Page Directory Pointer Table
e Level 2: PD — Page Directory

e Level 1: PT — Page Table

Each level contains:

512 entries x 8 bytes per entry = 4096 bytes

Thus each page table fits exactly in one 4KB page — a deliberate architectural design.

B.2 Page Table Entry (PTE) Format

All entries (PML4E, PDPTE, PDE, PTE) are 64-bit. The bit layout is common across

levels, with certain bits meaningful only at specific stages.

Standard Fields

e Bit 0 — Present Must be 1 for the entry to be valid.

o Bit 1 — Writable 1 = write allowed.

e Bit 2 — User/Supervisor 0 = kernel-only, 1 = user accessible.
e Bit 3 — Write-through

o Bit 4 — Cache-disable

o Bit 5 — Accessed Set by CPU when entry is used.

o Bit 6 — Dirty Only for PTE (4KB pages).
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Bit 7 — Page Size (PS) - PDE: 2MB huge page - PDPTE: 1GB huge page

Bit 8 — Global Page Prevents TLB flush on CR3 reload.

Bits 12-51 — Physical Address Base address of next table or final physical page.

Bits 52-62 — OS-defined (available)

These fields allow Kernel++ to manage permissions, caching strategies, and custom
VMM metadata.

B.3 Address Translation Path

The full translation pipeline for a virtual address (VA) is:

VA — PMLA[is] — PDPT[is] — PD[i5] — PT[i;] — Final Page

Index extraction is performed via bit slicing:

i1 = (VA >> 39)&021FF

is = (VA >> 30)&021F F

ip = (VA >>21)&0x1FF

i1 = (VA >> 12)&0z1FF

The remaining lower 12 bits represent the page offset.
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B.4 Large Page Support
Kernel4++ supports both large page formats:

o 2MB huge pages Enabled by setting PS=1 in the PDE. This bypasses the PT level.

e 1GB huge pages Enabled by PS=1 in a PDPTE. This bypasses both PD and PT

levels.
Large pages improve:
o TLB coverage

o Cache locality

o Mapping overhead reduction

They are ideal for:
 identity mapping of physical memory
e kernel text mapping

o direct map (physmap) regions

B.5 Paging Structure Diagram (TikZ)
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PMLA (Level 4)

PDPT (Level 3)

Page Directory (Level 2)

Page Table (Level 1)

4KB Physical Page




Appendix C

Kernel4++ Coding Style

Kernel++ follows a strict modern systems-programming style, focused on correctness,
clarity, and zero-cost abstractions. This guide defines mandatory conventions for all
contributors.

The goals of the style guide are:
o Maximize correctness in a low-level, unsafe environment
o Enforce architectural consistency across the kernel
o Guarantee deterministic resource cleanup
e Reduce undefined behavior and pointer misuse

o Ensure readability of complex systems code

C.11. RAII Everywhere

RAII is the foundation of Kernel++ safety. Every resource that must be acquired and

released must have a dedicated RAII wrapper.
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Required RAII Patterns
o Physical frames — FrameGuard
o Virtual mappings — ScopedMap
o Locks and synchronization primitives — LockGuard<T>

o Interrupt disabling — InterruptGuard

Example: FrameGuard

class FrameGuard {
Frame f;
public:
FrameGuard(Frame fr) : f(fr) {}
~FrameGuard() { PhysicalMemory::inst().free(f); }

Frame get() const { return f; }

i

This guarantees no memory leak even in the presence of exceptions or early returns.

C.22. No Raw Pointers in Public APIs

Kernel APIs must avoid raw pointers. Use strongly typed wrappers to express intent

and reduce error probability.

Correct

struct Frame { uintptr_t phys; };
struct Page { uintptr_ t virt; };
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Incorrect
void map_ page(uintptr t* p, uint64_t addr);

Raw pointers are only allowed internally when interacting with hardware or
CPU-defined structures.

C.33. No Naked new / delete

Dynamic allocation must always pass through Kernel4++ memory APIs.

Allowed:

auto buf = kmalloc__guarded(size);

This returns an RAIl-managed buffer that automatically frees memory on destruction.

Forbidden:

char* x = new char[256];

delete]] x;

This is unsafe in a kernel where exceptions, interrupts, or premature returns may cause

leaks.

C.4 4. Hardware Access Requires Explicit Isolation

Hardware access must be wrapped via dedicated helper functions.

Correct: Explicit MMIO Access

mmio_ write(LAPIC_BASE -+ 0xB0, 0);
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Incorrect: Raw Casting

*(volatile int*)(0xFEE000B0) = 0;

Reasons:

No type safety

Hard-coded magic numbers

No abstraction for different platforms

Impossible to audit

C.5 5. Use constexpr Wherever Possible

Compile-time logic:

e reduces runtime overhead
e enforces constraints before boot

e ensures deterministic results

Example

constexpr bool is_ page_ aligned(uintptr_t a) {
return (a & OxFFF) == 0;
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Guidelines

o Use constexpr for all math, masks, constants
« Use consteval for compile-time only tables

e Use constinit for zero-cost static initialization

C.66. Avoid Macros Except for Hardware Constants

Macros introduce global side effects and break type safety.

Allowed

#define LAPIC_EOI 0x000000B0
Forbidden
#define for if(false){ }else for

Use constexpr consts instead of macros whenever possible.

C.77. No Exceptions in the Kernel
Kernel4++ does not use C++ exceptions because:
e They increase binary size

o They complicate system-level control flow

o They require runtime structures unsafe for kernels
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Instead, use:

e return-status enums
o panic() for fatal unrecoverable errors

o RAII to guarantee cleanup

C.88. No RTTI

Run-Time Type Information is disabled:

e reduces binary size
« avoids unsafe dynamic_ cast usage

o simplifies drivers and kernel modules

Static polymorphism (CRTP) must be preferred.

C.99. Mandatory Namespacing

All Kernel++ code must live under:

namespace kpp {

Subsystems must use consistent nested namespaces:

namespace kpp::memory { ... }
namespace kpp::drivers { ... }

namespace kpp::sched { ... }
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C.1010. Strict Formatting Rules

4 spaces indentation

» No tabs

o Maximum 100-character line length
« Opening brace on same line

e One class per file

o One concept per file

Example:

class Example {
public:
void run() {
for (int i = 0; 1 < 10; i++) {

process(i);

I

C.1111. All Kernel Objects Are Non-Copyable

To avoid accidental duplication of low-level resources:

class NonCopyable {

public:
NonCopyable() = default;
NonCopyable(const NonCopyable&) = delete;
NonCopyable& operator=(const NonCopyable&) = delete;

I
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Kernel types should inherit this when appropriate.

C.1212. Logging Must Be Minimal and Structured

Kernel logging must:

o mnever block
» never dynamically allocate

» never format large strings at runtime
Use:
klog::info("Init APIC”);

Avoid expensive formatting unless debugging mode is enabled.

C.1313. Error Codes Use Strong Enums

enum class Error {
Ok,
NotFound,
Invalid,
NoMemory,

HardwareFault,

Strong enums prevent accidental mixing with integers.
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(C.14 14. Drivers Must Use CRTP

template<typename Impl>
class DriverBase {
public:
void init() { static cast<Impl*>(this)->impl init(); }

I

Dynamic polymorphism is forbidden in the kernel.

C.1515. Use Concepts for Compile-Time Contracts

template<typename T>
concept InterruptHandler = requires(T h) {
{ hirq() } -> std::same as<void>;

i

This enforces compile-time driver correctness.
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System Call Tables

This appendix defines the system call Application Binary Interface (ABI) for Kernel++.
System calls provide the fundamental interface between user space and the kernel.
Kernel++ implements a compact, fast syscall ABI inspired by Linux SysV but
redesigned for clarity and type safety.

D.1 Register Convention

Kernel++ uses a SysV-like register convention for passing system call arguments. All

syscalls follow the same rule set:

rax — System call number

rdi — Argument 0

rsi — Argument 1

rdx — Argument 2
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e 110 — Argument 3
e 18 — Argument 4
e 19 — Argument 5

e Return value in rax

Unused registers (rbx, rex, rll, etc.) follow standard SysV clobber rules.

Notes

r10 is used instead of rcx because syscall overwrites rex.

Registers not listed above must not be relied on for arguments.

Integer and pointer arguments are passed directly.

For structs or complex types, user code must pass a pointer.

D.2 System Call Enumeration Table

All syscalls are assigned stable numeric identifiers defined at compile time. Kernel4+

uses strongly typed enums for safety.

enum class Sys : uint1l6_t {
Write = 0, // sys_ write(fd, buf, len)
Read =1, // sys_read(fd, buf, len)
Open =2, //sys_open(path, flags)
Close = 3, // sys_close(fd)
Stat =4, // sys_stat(path, stat_buf)
Fork =5, // sys_fork()
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Exec =6, // sys exec(path, argv)
Exit =7, // sys_exit(code)

I

Design rules:

Enum class ensures no accidental integer mixing.

Syscall IDs are fixed per kernel release.

0-1023 reserved for core kernel syscalls.

1024-4095 reserved for optional subsystems.

4096+ reserved for user-defined extensions.

D.3 Kernel Dispatcher

The core dispatcher is minimal and branch-optimized:

extern ”C” long syscall__dispatch(
uint64_t num,
uint64 t arg0, uint64 t argl, uint64 t arg2,
uint64_t arg3, uint64_t argd, uint64_t argh
) {
switch (Sys(num)) {
case Sys::Write:

return sys_ write(arg0, (const char®)argl, arg2);

case Sys::Read:
return sys_read(arg0, (char®)argl, arg2);
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case Sys::Open:

return sys_ open((const char*)arg0, argl);

case Sys::Close:

return sys_ close(arg0);

case Sys::Stat:
return sys_ stat((const char*)arg0, (Stat*)argl);

case Sys::Fork:

return sys_ fork();

case Sys::Exec:

return sys_ exec((const char*)arg0, (char® const*)argl);

case Sys::Exit:
sys__ exit(arg0);

return 0; // never reached

return -1;

D.4 Userspace Trampoline

User programs invoke syscalls via a thin assembly wrapper:

; Write syscall

mov rax, SYS_write ; syscall number
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mov rdi, fd ; arg
mov rsi, buf ; argl
mov rdx, len ; arg?
syscall ; enter kernel

This pattern is identical for all syscalls — only the system call ID and arguments change.

Thread Safety

The userspace trampoline:

« does not modify TLS or stack layout
o preserves callee-saved registers

o obeys SysV ABI

D.5 Error Handling Convention

System calls return:
e >= (0 — success
o -1 — failure
Userland must inspect:

if (ret < 0) {

// handle error

This avoids exceptions and keeps the ABI simple.
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D.6 Future Expansion
Kernel4++ supports stable extensibility:

o New syscalls must be appended, not reordered.
e Deprecated syscalls remain but may stub to -ENOSYS.

o Subsystems may register syscall namespaces dynamically.

This guarantees both forward and backward compatibility.
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Bootloader and Multiboot Structures

This appendix documents the boot protocols supported by Kernel4++. Kernel4++ is

capable of booting via:
o Multiboot2 (GRUB / legacy BIOS)
« UEFI Loadlmage (modern systems)

The kernel must understand the memory map, module list, framebuffer info, and other

boot-time metadata provided by the bootloader.

E.1 Multiboot2 Header

A Multiboot2-compliant kernel must place a header in the first 8KB of the binary. The

basic header layout looks like:

1 section .multiboot
2 align 8

3
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4 ; Magic number 0xE85250D6 indicates Multiboot2

5 dd 0xE85250D6 ; magic

6 ddO ; architecture = 0 (x86)

7 dd header_end - header_start ; header length

s dd -(0xE85250D6 + 0 + (header_ end - header_start))

10 header start:

11

12 ; Multiboot2 tags follow (alignment required)
13 ; Example: Information request tag
14 align 8

15 dw 1 ; tag type

16 dw 0 ; flags

17 dd 8 ; size

18

19 ; End tag

20 align 8

21 dw 0

22 dw 0

23 dd 8

24

25 header end:

The checksum ensures that:

magic + architecture 4+ header length + checksum = 0

E.2 Multiboot Information Structure

After booting, GRUB places a pointer to a Multiboot2-compliant structure in EBX.
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A simplified legacy Multiboot1-style layout is:

struct MultibootInfo {
uint32_ t flags;
uint32_t mem_ lower;
uint32_t mem_ upper;
uint32_t boot__device;
uint32_ t cmdline;
uint32_t mods__count;

uint32_t mods_ addr;

b

However, Multiboot2 uses a tag-based system:

Memory map tag

Framebuffer info tag

Command-line tag

Module list tag

ELF section header tag

Each tag begins with:

struct MultibootTag {
uint32_t type;
uint32_t size;

I
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E.3 Multiboot Modules (Initrd)

Modules are typically used to load:

e initrd filesystem
e user-mode servers

o debugging data
A typical module structure:

struct Module {
uint32 t mod_ start;
uint32_t mod__end;

char® string; // module name or metadata

i3
Kernel++ uses the module area to load:
o initrd data

o userland initial ELF binaries

 early configuration scripts

E.4 Memory Map Tags

The Multiboot2 memory map tag provides the physical memory regions:
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struct MultibootMMapEntry {
uint64 _t addr;
uint64_t len;
uint32_ t type;

uint32_ t zero;

Types:

e 1 — Available RAM

e 2 — Reserved

3 — ACPI reclaimable

4 — ACPI NVS

e 5 — Bad memory

E.5 UEFI Considerations

Kernel++ also supports UEFI booting using:

« EFI _LOADED_IMAGE_ PROTOCOL
« EFI_BOOT_SERVICES

« EFI RUNTIME_SERVICES

UEFI passes memory layout via GetMemoryMap(), which returns an array of:
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typedef struct {
uint32_t Type;
uint32_ t Pad;
uint64_t PhysicalStart;
uint64_t VirtualStart;
uint64 t NumberOfPages;
uint64_t Attribute;
} EFT._ MEMORY_DESCRIPTOR,;

This map is more expressive than Multiboot:

Separates runtime vs boot-time memory

Identifies MMIO regions

Describes UEFT firmware code/data

Supports switching to virtual addresses
Kernel4++ detects boot mode automatically and loads the appropriate parser:

o Multiboot2 parser for BIOS boot

o UEFT parser for modern systems

E.6 Boot Path Summary
1. Firmware initializes CPU and DRAM.
2. Bootloader (GRUB/UEFI) loads Kernel++ ELF into RAM.
3. Kernel entry receives pointer to boot info struct.

4. Kernel initializes:
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« GDT/IDT
o Early console
e Physical memory manager

o Virtual memory manager

5. Kernel hands off to full initialization.
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